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The "strength" of systems of field equations is defined following a procedure due to Einstein. For 
an arbitrary dimension number, the strength of Einstein's field equations and of Maxwell's equations 
are calculated, and it is shown that only in four dimensions do the two systems of field equations 
determine their respective fields equally strongly. In addition, in four dimensions, Weyl's equation 
exhibits the same strength as the Einstein or Maxwell fields. The results are used to show that a 
necessary condition for a unified field-theoretic description of gravity and electromagnetism is that 
the world be four dimensional. If one also demands that the neutrino field be determined as strongly as 
the Einstein and Maxwell fields, one must have a two-component neutrino, rather than a four­
component neutrino. 

I. INTRODUCTION 

I N the present analysis, we hope to present a 
"raison d'etre" for the observed dimensionality 

(n = 4) of the physical world. Obviously, it is a 
trivial matter to find ad hoc postulates which will 
"demand" that the world exhibit the observed di­
mensionality, so that our analysis can be of interest 
only if the postulates which we adopt are compelling 
in their simplicity. We hope to show that such is 
the case. 

Before proceeding to the details of our analysis, 
we wish to point out several observations of the 
structure of mathematical physics which indicate 
that the dimension number n = 4 is preferred. 

Lanczos1 has noted that Maxwell's equations for 
free space, viz., 

(1) 

(2) 

have a symmetry which is revealed only in four 
dimensions. Furthermore, it happens that for n = 4 
and only for n = 4 can one form a dual tensor from 
the Riemann tensor by the same operation used in 

1 C. Lanczos, Rev. Mod. Phys. 34, 379 (1962). 

forming the dual of F",. The dual tensor thus formed 
has the same symmetry properties and number of 
components as the original Riemann tensor.l 

N ext, we note that, by definition, the Dirac equa­
tion as normally used is valid only in four dimen­
sions. 

Lastly, one may consider Einstein's equations for 
empty space, 

(3) 

which, it is easily shown, imply flat space 

(4) 

if the dimension of the space is less than four. 
Many further examples exist to show that the 

apparatus used in describing our physical world 
shows preference for the four-dimensional world. 
We need not elaborate further, except to note that 
the most compelling reason for the observed dimen­
sionality of the world was observed in passing by 
Einstein2 in 1954. Einstein noted "that the gravita­
tional equations for empty space determine their 
field just as strongly as do Maxwell's equations." 

2 A. Einstein, The Meaning of Relativity, (Princeton Uni­
versity Press, Princeton, New Jersey, 1956), 5th ed., p. 133. 
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It is this last remark which we wish to emphasize 
in the present analysis. 

We will proceed to develop our results inductively, 
which is more natural in the present context. 

II. THE STRENGTH OF FIELD EQUATIONS 

To examine the field equations of mathematical 
physics, it is useful to employ a criterion which 
may indicate how strongly a set of equations deter­
mine a field. Einstein2 used such a criterion in his 
analysis of the nonsymmetric Riemann field. Since 
the technique is our main tool, and is not commonly 
used, we wish to give a simple example. 

Consider a real analytic function of two variables, 
satisfying 

alP/ax + a'P/ay = o. (5) 

Obviously, the solution to the field equation is 

'P = F(x - y), (6) 

where F is an arbitrary function. Let us, however, 
solve the problem in a different way. 

Suppose 'P expanded in a Taylor series about some 
point (xo, Yo) as follows: 

0+ 1 [0 0 'P = 'P I! 'PxX + 'Pyy 1 

+ ~! ['P~xX2 + 2'P~yxy + 'P~yy21 + (7) 

where the subscripts x or y denote partial derivatives 
and the superscript 0 implies evaluation at (xo, Yo). 

We insert our expansion into the field equation, 
and demand that coefficients of like powers of the 
variables vanish, thereby obtaining 

'P~ + 'P~ = 0, 

'P~x + 'P~y = 0, 

'P~y + 'P~y = 0, 

(8a) 

(8b) 

(8 c) 

and so on. Therefore, our Taylor expansion reduces 
to 

<p = 'Po + (1/1 !)'P~(x - y) 

+ (1/2!)'P~x(x - y)2 + (9) 

and 'P is indeed an arbitrary function of (x y). 
The criterion for the strength of field equations is 

a generalization of the above procedures using Taylor 
expansions. We define the strength of a set of field 
equations in terms of the number of nth-order Taylor 
coefficients remaining free. For our example, we 
define2 the "weakness," z, as the number of coef­
ficients of nth order remaining free in the Taylor 
expansion, which we readily calculate to be 

z = (n + 1) - (n) = 1. (10) 

The result follows because in the nth term of the 
expansion there are (n + 1) coefficients. The field 
equation gives n relations among the nth order coef­
ficients. 

With the above example in mind, we proceed 
to examine the strength of Einstein's and Maxwell's 
equations, following Einstein's procedures.2 

ill. STRENGTH OF MAXWELL'S EQUATIONS 

We consider Maxwell's equations for free d-di­
mensional space: 

F~·,. = 0, 

First, we note that the equations are not all in­
dependent, since we have the identities 

(12a) 

H~.p,).. - H.p).,~ + Hp)..~,. - H).~.,p == 0, (12b) 

where we have defined 

(13) 

Now F~. is antisymmetric, so that there are 
!(d2 

- d) independent field components. For each 
field component, we suppose a Taylor expansion. 
There are (~) expansion coefficients of nth order, 
where 

(~) == (d + n - 1) !jed - 1) In! (14) 

for each field component. 
The expansion coefficients would be independent, 

were it not for the field equations. However, we 
have d field equations of the first order from the 
vanishing of the divergence of F~., which provide 
d(n~l) conditions. These conditions are not all in­
dependent because of Eq. (12a), however, which re­
duces the number of determining conditions by 
(n~2). 

Similarly, the cyclic field equations constitute 
(d;2) equations which are not all independent. The 
identity, Eq. (12b), constitutes (d;3) second-order 
differential equations, each of which reduces the 
number of independent field equations by (n~2). 

Finally, the number of free nth-order coefficients 
in the Taylor expansion is 

Zm = [d
2 

~ d ] (~) [ d(n ~ J (n ~ 2) 
+ (d ; 2)C ~ 1) - (d ~ 3)C ~ 2) J. (15) 
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which we rewrite as follows: 

(16) 

where 

d2 
- d 

Z =---(d-1) 
Om 2 

d! d! 
3 !(d - 3)! + 4 !(d - 4)! ' 

(17a) 

Zlm = (d - 1{ (d - 2) 

d! 2d! ] 
+ 3!(d - 3)! - 4!(d - 4)! . (17b) 

We have expanded Z asymptotically for large 
values of n. The coefficient Zlm is called2 the "coef­
ficient of freedom," and is larger the weaker the 

for general covariance as mentioned above. The num­
ber of free coefficients is further reduced by the 
tCd2 + d) field equations, each of which gives 
(n~2) relations since the field equations are of second 
order. The Bianchi identities, of third order, provide 
d(n':a) identical relations which reduce the degree of 
determinacy of the field equations. 

Finally, we have the number of free nth-order 
coefficients in the Taylor expansions of the g"., 

which we rewrite as 

(23) 

system of equations. The coefficient ZOm, if nonzero, where 
indicates whether the system of equations leaves 

ZOB = 0, (24a) 

(24b) 
free any arbitrary functions of all d variables. 

By simple algebra, we easily find that 

ZOm = -h(d - l)(d - 2)(d - 3)(d - 4), (lSa) 

Zlm = -fi(d - l)(d - 2)[12 - d(d - l)(d - 5)]. (lSb) 

IV. STRENGTH OF EINSTEIN'S EQUATIONS 

Here we must realize that only equivalent fields 
must be considered. Thus, fields arising from one 
another by coordinate transformation are the same 
field. Our field functions are the tCd2 + d) metric 
components of the symmetric g~ •. If 

g~, = (axa /ax~')(axfJ /aX'')gafJ (19) 

then g~, is equivalent to gap, Thus the requirement of 
general covariance requires that we subtract d(n!l) 
from the total number of nth-order coefficients. 

To see this, suppose gap is expanded in a Taylor 
series. Then g~, has a Taylor series with the nth­
order term of its expansion containing all of the 
(n + l)th derivatives of the d functions x. However, 
the numbers which are the evaluation of these 
functions do not characterize the field, hence we 
must not count them. 

The field equations are 

and are not independent because of the identity 

(R~' lR ~') - 0 - 2" g I. = . (21) 

Now there are (~) nth-order coefficients for each 
of the g~ •. This number is reduced by the necessity 

Zu = d(d - l)(d - 3). 

The vanishing of ZOE independently of d indicates 
that Einstein's field equations leave no free arbitrary 
functions aside from the freedom of general coordi­
nate transformations, for any dimension. 

V. UNIQUENESS OF FOUR DIMENSIONS 

Weare now in a position to show that in four 
dimensions and only in four dimensions do the 
Maxwell equations determine the Maxwell field as 
strongly as Einstein's equations determine the 
metric. 

First of all, we note that ZOm vanishes only for the 
dimension numbers 1, 2, 3, or 4. Further, the coef­
ficients of freedom for each set of field equations, 
Zlm and ZIE are equal when 

d(d - l)(d - 3) 

= T\z(d - l)(d - 2)[12 - d(d - l)(d - 5)]. (25) 

Solving, we have that Zlm equals Z1l1 when the 
dimension number is either one or four. The re­
maining possible roots satisfy 

da 
- 4d2 + 13d - 6 = 0, (26) 

which has no integral roots. 
Obviously, the dimension number one is absurd 

as a possible world because F~. does not exist therein, 
and hence only in four dimensions do the respective 
field equations determine their fields equally strongly. 
This result is the central point of the present analysis. 
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For four dimensions we have 

ZOE = Zo = 0, 

ZlE = Zlm = 12, 

(27a) 

(27b) 

which are measures of the strength of the field equa­
tions. 

VI. THE NEUTRINO 

It is of interest to examine the strength of the 
field equations for the neutrino. In keeping with 
experimental findings, we describe the free neutrino 
by ·Weyl's equation,3 

(28) 

The function 'P consists of four real functions. The 
field equations give four, real, first-order differential 
equations; hence the strength of the system is deter­
mined by 

(29) 

which gives 

Thus we find that the Weyl equation determines 
the neutrino field equally as strongly as do the 
Einstein equations and Maxwell's equations, for 
four dimensions. It is interesting that the massless 
Dirac equation does not exhibit the same strength 
as the simpler "parity-violating" Weyl equation.' 

VIT. MEANING OF THE RESULTS 

In the previous sections, we have shown that only 
in four dimensions do the field equations of gravita­
tion, electromagnetism, and neutrinos determine 
their fields equally strongly. Aside from being an 
interesting observation, this result permits us to 
understand the reason for the dimensionality of 
our physical world. 

The world as observed physically consists of con­
centrated islands of matter, with a vast "empty" 
space constituting most of the realm. In the empty 
space as we know it, the principal physical phe­
nomena occurring are described by the three, mass­
less, long-range "particles" of Einstein, Maxwell, 
and Weyl. 

3 P. Roman. Theory of Elementary Particles (Interscience 
Publishers, Inc., New York, 1961), 2nd ed., p. 107. 

4 Of course we are aware that the Weyl theory of the free 
neutrino is not "parity-violated," as shown by J. McLennan, 
Phys. Rev. 106, 821 (1957). Yet, it is true that t~? t'"Y0-
component description leads most naturally to the panty 
violations" of interactions. 

If one believes in a unified field theory which links 
the phenomena of gravitation, electromagnetism, 
and neutrinos, then one may see that a necessary 
condition for the existence of such a theory is that 
the three fields be determined equally strongly, and 
therefore can occur only if the world is four dimen­
siona1.5 

To see this more clearly, we may use the following 
argument. Suppose a given region of space contains 
an electromagnetic field, for example. Let us also 
suppose that the region is surrounded by an empty 
rerrion wherein Einstein's field equations are valid. 

b , • 

If Maxwell's equations do not determine the metflc 
representing the Maxwell field in the interior region 
as strongly as Einstein's equations determine the 
geometry in the exterior region, then, within t~e 
region which is occupied by the electromagnetIc 
field, the geometry may be altered while still satis­
fying Maxwell's equations. But, then, the geometry 
outside of the region is fixed more strongly than 
the geometry inside. 

At an interface of the boundary, then, one could 
alter the metric itself discontinuously. While it may 
be permissible that the derivatives of the g •• ~e 

discontinuous, it is unthinkable that the metrIc 
itself be discontinuous. 

In the above argument, we have restricted our­
selves to the assumption that Einstein's empty­
space field equations are correct. Actually, we need 
not restrict ourselves that severely to prove the 
point but there seems little reason to argue on more 
gener~l grounds, at present. However, we wish to 
remark that considerations of the Cauchy initial­
value problem for each field would lead to the same 
conclusion. 

Thus, we may state that the following result 
holds. A necessary condition for the existence of a 
unified field theory embracing gravitation, electromag­
netism and neutrinos is that the world be four dimen-, 
sional. 

To paraphrase our results in a deductive manner, 
we may invent two postulates which are compelling 
in their simplicity, and which allow one to deduce the 
dimensionality. Our postulates would be as follows: 

Postulate I. The physical theories of gravitation 
and electromagnetism are correctly described by the 
Einstein and Maxwell theories. 

5 We are adopting the incredibly naive view that t~e 
massive sources of our massless fields can be understood m 
principle in terms of the massless fields alone. Thus, whether 
our conclusions hold in our world or not depends upon 
whether or not the free fields account for mass, perhaps 
through the nonlinearities of Riemannian geometry. 
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Postulate II. A unified field theory exists which 
determines the phenomena of gravitation and elec­
tromagnetism as manifestations of the same phe­
nomenon (e.g., in Ref. 6). 

Finally, we wish to remark that one might also 
note that our results show that a neutrino theory 
of light would be possible only in four dimensions, 
with the neutrino described by the two-component 
Weyl equation, if at all possible. Apparently, the 
dimensionality of the world and the "parity viola­
tions" of weak interactions4 are somehow linked. 

VITI. CONCLUSIONS 

However plausible the postulates which we have 
used may be, the fact remains that there is a mathe-

6 J. A. Wheeler, Geometrodynamics (Academic Press Inc., 
New York, 1962). 

JOURN.AL OF MATHEMATICAL PHYSICS 

matical reason for the world to be four dimensional. 
Indeed, only in four dimensions are the principal 
field equations of theoretical physics equally strong. 
Even if one denies the slightly metaphysical inter­
pretation we have attempted to place upon this 
result, one must grant that the basic mathematical 
description of the most fundamental physical phe­
nomena shows a remarkable proclivity for four di­
mensions. 

The mathematical reasons for this proclivity have 
been demonstrated in the present analysis. Perhaps 
that is all of the "understanding" that is necessary. 
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It is commonly supposed that. in classical mechanics, invariance of a physical system to coordinate 
translation implies conservation of linear momentum. "Invariance" may be defined in a number 
of ways. If it is defined to mean invariance of the equation of motion, it is shown that invariance of 
this equation with respect to coordinate translation does not imply conservation of linear momentum. 
The effects of scale transformation and coordinate inversion invariance are also investigated. Both 
the Lagrangian approach and Newton's (second) law approach are considered. It is shown that each 
of the above invariances implies a condition on the equation of motion, while a combination of these 
and time-inversion invariance is needed to obtain ordinary momentum conservation. 

1. INTRODUCTION 

IT is commonly supposed that, in classical me­
chanics, the invariance of a mechanical system 

to space displacement implies conservation of linear 
momentum, invariance to space rotation implies 
conservation of angular momentum, etc. The term 
"invariance" may be defined in various ways. When 
Hamilton's principle 

of L dt = 0 (1) 

is used, and the Lagrangian L is assumed invariant 
under translation, the conservation of linear mo­
mentum, suitably defined, follows. 

For example, consider the simple case of a single 
particle with one degree of freedom, described by 
a generalized coordinate q.! Let 

L = L(q, q, t), (2) 

where q = dqj dt. Two types of translation can be 
considered: 

(A) Geometrical. This corresponds to a transla­
tion of the coordinate system with respect to which 

1 Since q is a generalized coordinate, it need not be a dis­
'placement, but could be any quantity which gives the location 
of the particle. However, the fundamental nature of displace­
ment is indicated by the fact that the definition of an accept­
able set of generalized coordinates is that these coordinates 
give the positions of all the particles of the mechanical system. 
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q is measured. As a fundamental postulate, it is as­
sumed that such a translation cannot affect physical 
reality, i.e., the physical" trajectory" of the particle 
must be unchanged, although its description may 
be altered. 

(B) Physical. This corresponds to an actual trans­
lation of the physical system, with the coordinate 
system fixed. Here the particle before and after the 
translation will not have the same physical tra­
jectories. If the system should be invariant with re­
spect to this translation on physical grounds, e.g., 
a free particle, then the two trajectories should be 
"equivalent." The definition of "equivalent" used 
here is that the physical translation has the same 
effect as an opposite translation of the coordinate 
system. Thus both types of translation become ef­
fectively the same in this case, and only (A) will 
be investigated here .. If the particle is not free, the 
Lagrangian would have to contain other factors, 
e.g., specifying the location of a center of force. 

The invariance requirement on L is defined as 
follows. If q' = q + b is the coordinate after trans­
lation, L is to have the same value, expressed as a 
function of q', as it did as the same function of q. 
Thus, for all b, 

L(q, q, t) = L(q', q', t). (3) 

But q' = q, so that 

L(q + b, q, t) - L(q, q, t) = 0, for all b, (4a) 

and 

(ljb)[L(q + b, ej, t) - L(q, ej, t)] = 0, b ~ 0, (4b) 

If q, q, and t were independent variables, then (4a) 
would imply that L cannot be a function of q. How­
ever, since the variables q and q are related, the 
possibility exists that (4a) holds for some particular 
q(t). That L cannot be a function of q is shown as 
follows. Taking the limit as b -7 0, (4b) becomes 

aLjaq = 0. (5) 

Two interpretations for (5) are possible. The first 
follows from the fact that (5) can be regarded as an 
ordinary differential equation, and could imply that 
q is to be its solution. This interpretation is not valid, 
however, as the physical equation of motion is taken 
as a necessary condition for (1), and (1) implies 
Lagrange's equation of motion 

aLjaq - (djdt)(aLjaq) = 0. (6) 

However, (6) is second order, while (5) is first order. 
Therefore they cannot in general have the same set 

of solutions,2 and thus (5) must be regarded as 
implying 

L = L(q, t). 

If the canonical momentum p is defined by 

p = aLjaej, 

(7) 

(8) 

then the invariance of L with respect to translation 
does imply conservation of the momentum p. 

This argument is given in detail because similar 
methods will be used in what follows, and because 
the emphasis here is on tracing rigorously the im­
plications of invariance requirements. 

The usual argumene is simply that, if space is 
homogeneous, L cannot be a function of q. The sa~e 
result is obtained here, but there are three major 
parts to the proof. First, one assumes that invariance 
of the physical system implies the corresponding 
invariance of L. Secondly, invariance must be pre­
cisely defined, and, thirdly, the effects of this re­
quirement must be deduced. 

Concerning the first point, it is not clear that the 
invariance of the physical system implies invariance 
of L. Invariance properties may be induced from 
experiment, or assumed as postulates of a theo~y. 
In any case, the results must be compared wIth 
experiment. To start by assuming that L should not 
contain q makes this invariance part of its definition. 
While this is sufficient for momentum conservation 
(if p is defined as aLjaq), it is not necessarily the 
most fundamental approach. Invariance of a system 
should refer to the invariance of physical observa­
bles, i.e., measurable quantities. While it is conceiva­
ble that one could devise methods for measuring 
L directly, such methods do not appear as direct as, 
for example, measurements of the displacement q. 
In any case, requiring invariances in L is not more 
fundamental than requiring them in other properties 
of the system, though it may be more convenient. 
Therefore, in this paper, the effects of certain invari­
ance requirements on q will be investigated, in par­
ticular, coordinate translation, coordinate stretching 
(scale transformation), and coordinate inversion. 
The effects of these requirements on the equation of 

2 There are cases where the solutions of second- and first­
order ordinary differential equations are identical. If a con­
stant of the motion C exists for (6), as y(q, q, t) = C, then the 
solution of this equation is eq~i~ll:lent to a solution of .(6). 
However C is a function of the lnItml or boundary condltlOns 
of the p~oblem, as is the complete sol~t~on of (6). But (5) 
does not contain any boundary .condltion,s,. and thus lts 
solution can contain only one of a parr of condltlOns, and there­
fore cannot be the general solution. 

3 L. D. Landau and E. M. Lifshitz, Mechanics (Addison­
Wesley Publishing Company, Inc., Reading, Massachusetts, 
1960), p. 5. 
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motion and (where possible) on the Lagrangian L 
will be shown. 

2. COORDINATE TRANSLATION INVARIANCE 

The dynamical law governing a single particle 
with one degree of freedom is obtained from 

f
t. 

o L(q,q,t)dt=O, 
'I 

(9) 

where q(t l ) and q(t2 ) are known. The dynamical law 
is then (6). Another observer, using the translated 
coordinate q' = q + b, finds the appropriate equation 
of motion by applying (9) in terms of his coordinates. 
Thus it is assumed that Hamilton's principle is 
covariant, i.e., it has the same form for both observers. 
Then 

o f L' (q', q', t) dt = 0, (10) 

where L' is taken as the same function of q', q', and 
t as L is of q, q, and t, i.e., the covariance of L is 
also assumed. Therefore, if (6) is written as 

F(q, q, ij, t) = 0, (11) 

for coordinate q, an observer using coordinate q' 
will obtain from (10) 

F' (q', q', ij', t) = 0, (12) 

where F' is the same function of q', q', ij', and t that 
F is of q, q, ij, and t respectively. Then (12) can be 
written 

F(q + b, q, ij, t) = 0. (13) 

In using (10) and thus (13), the appropriate bound­
ary conditions must be used, i.e., q' (tl ) and q' (t2 ) 

must be given, where q' (tl ) = q(t l ) + b, etc. These 
boundary conditions, with (13), will yield the same 
physical trajectory as the solution of (11) with 
q(t l ) and q(t2) given. 

Combining (11) and (13), one has/ for all b, 

F(q + b, q, ij, t) - F(q, q, ij, t) = 0, 

whenever F = 0, (14) 

i.e., (14) is ° only for q which satisfy (11). Dividing 
(14) by b, and taking the limit as b ---t 0, 

aFjaq = 0, whenever F = 0. (15) 

4 The mathematical techniques used here are similar to 
those used by B. Podolsky and the author in a paper which 
appeared in Math. Compo 18, 441 (1964). Some of these 
results can be obtained by the application of continuous 
groups to ordinary differential equations, but it is thought 
that these methods will be understood by a larger audience, 
as well as having an intrinsic interest. 

From (6), F is linear in ij, and may be written 

F = G - aij, 

where a(q, q, t) = a2Ljaq2, and G = G(q, q, t). Then 

a(aFjaq) - F(aajaq) = a(aGjaq) - G(aajaq). (16) 

But the left side of (16) is ° whenever F is 0; thus 

a(aGjaq) - G(aajaq) = 0, whenever F = 0. 
(17) 

However, (17) is an ordinary differential equation 
of first order, and therefore cannot, by our previous 
arguments, have all the solutions of F = 0. There­
fore (17) must be an identity, or 

a(aGjaq) - G(aajaq) == 0, (18a) 

and, 

a(aF jaq) - F(aajaq) == 0. (18b) 

Then if a ~ 0,5 

(ajaq)(Fja) == 0, (19a) 

and 

(ajaq)(Gja) == 0. (19b) 

From (19b), Gja = r(q, t), where r is an arbitrary 
function of q and t. Then 

F = a(r - ij) = 0, (20) 

and since a ~ 0, the resultant equation of motion 
is of the form 

ij = r(q, t). (21) 

Thus, if Lagrange's equation of motion is to be in­
variant with respect to q translation, it must be 
of the form (21). The sufficiency of (21) for trans­
lational invariances is obvious. If L does not contain 
t, or r(q, t) = f(q)g(t), then (21) implies a conserva­
tion law, since 

f dqjf(q) - f dt g(t) = C. (22) 

The general physical significance of C is not known, 
but if r = 0, one obtains the usual result that q is 
conserved.13 

It can be shown that, if r ~ 0, the Lagrangian L 
must be a function of both q and q in order to produce 
the translation-invariant equation of motion (21). 
Since (21) is necessary and sufficient for translation 
invariance of the equation of motion, and implies 

6 Only the case a ;;e 0 is considered, as L is normally 
quadratic in q. If a "" 0, L is linear in q, and no equation of 
motion results. 
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(if r ~ 0) that L is a function of q, the momentum 
aL/aq will not in general be conserved. Also, from 
(20), L must satisfy the partial differential equation 

aL a2L. a2L a2L . 
aq - aqaq q - ataq = aq2 r(q, t). 

If L is assumed of the form 

L(q, q, t) = g(q)h(q, t), (23) 

Lagrange's equation becomes 

dg dg ah . a2h .. a2h 
h dq - dq aq q - 9 a,i q - 9 ataq = O. (24) 

From (19b), 

..i {CdY/dq)[h - (ah/aq)q] _ a
2
h/ataq} = 0 (25) 

aq g(flh/aq2) a2h/aq2 - . 

But this implies g-ldg/dq is not a function of q, so 
that 

(26) 

where A and (3 are constants. 
If L is of the form 

L = g(q) + h(q, t), (27) 

a similar argument yields 9 = 'Yq, where 'Y is a con­
stant, and 

L = 'Yq + h(q, t). (28) 

Thus if L is separable in the forms (23) and (27), 
the specific forms (26) and (28) are obtained, and 
p = aLI aq is not a constant of the motion in either 
case, although the equations of motion are invariant 
with respect to space displacement. The result (28) 
corresponds to a uniform field, where it is obvious 
the equation of motion should be translation in­
variant. 

3. SCALE TRANSFORMATION INVARIANCE 

It appears desirable to investigate also the im­
plications of scale transformation invariance, i.e., 
the assumption that physical phenomena should be 
unchanged by a different choice of units. Green­
berger6 has investigated such effects in field theories, 
assuming invariance of the action function, but the 
approach here is again to examine the implications 
on the equation of motion, and, if possible, on L. 

Following Sec. 2, let q' = kq, where k > O. Then 
(12) becomes 

F(kq, kq, kq, t) = o. (29) 

• D. M. Greenberger, Ann. Phys. (N. Y.) 25, 290 (1963). 

Letting k = 1 + E, and subtracting (11), 

F(q + Eq, q + Eq, q + Eq, t) - F(q, q, q, t) = 0, 

whenever F = o. 
Dividing by E and taking the limit as E -+ 0, 

q(aF/aq) + q(aFjaq) + q(aF/aq) = 0, 

whenever F = o. 
As before, let 

F = a[(G/a) - ql. a ~ o. 
Then (30) yields 

(Q _ .. ) ( aa + . aa + .. aa) q qa q!j. q!j" a q uq uq 

(30) 

(31) 

+ ( a+.a)G .. a q - q ---: - = aq, 
aq aq a 

whenever F 
thus 

O. But when F = 0, G/a = q, and 

(
a .a)G G 

q aq + q aq ~ = ~. (32) 

It can be shown that (32) is an identity, so that 
G / a must be homogenous of degree 1 in q and q, or 
G/ a == O. From (31), F / a is homogeneous of degree 
1 in q, q, and (j.7 

The equation of motion then reduces to 

(33) 

where HI is homogenous of degree 1 in q and q, or 
o. If HI ~ 0, and assuming that HI does not depend 
explicitly on t, we have 

HI(kq, kq) = kH,(q, q). 

Since k is arbitrary, let k = l/q. Then 

H 1(1, q/q) = (l/q)H,(q, q). 

Let z = qlq. Then 

q = q(z + i), 
and (33) can be written 

or 

Thus 

z + l = H I (1, z), 

2 - z. 

7 This condition is also obviously sufficient for scale trans­
formation invariance of the equation of motion. 
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where C' is a constant of the motion which is due to 
scale transformation invariance alone. 

4. COORDINATE INVERSION INVARIANCE 

If coordinate inversion (q' = -q) invariance of 
the equation of motion (11) is required, since geo­
metrically this corresponds only to an interchange 
of labels on the +q and -q axes, (12) becomes 

F(-q, -q, -ij, t)'= 0. (34) 

Since F in (11) is linear in ij, (11) and (34) can be 
written 

ij = f(q, q, t), 

-q = f(-q, -q, t). 

Adding, 

(35a) 

(35b) 

f(q, q, t) + f(-q, -q, t) = 0, (36) 

whenever (35a) holds, and since (36) is an ordinary 
differential equation of lower order, 

f(q, q, t) == -f(-q, -q, t), (37) 

so that f must be an odd function in q and q. The 
requirement of coordinate inversion invariance does 
not generate a conservation law. 

5. SIMULTANEOUS INVARIANCES 

If invariance of the equation of motion to co­
ordinate translation, inversion and scale transforma­
tion is required, then from (21), (33) and (37), the 
equation of motion must have the form 

ij = a(t)q. 

This result implies the conservation law 

q exp( - J a dt) = const. 

(38) 

If L does not contain t explicitly, then a in (38) 
is a constant. Then if one adds, ad hoc, the require­
ment that (38) be time-inversion invariant, a must 
be 0, and the usual equation of motion for the free 
particle 

q=o (39) 

is obtained.s 

A necessary and sufficient condition that the equa­
tion of motion be (39) is that L = L(q). The suf­
ficiency is obvious (although if L is linear in q, no 
equation of motion results). The necessity can be 
proven if L is assumed a function of q and q only. 

8 The author is indebted to Professor Paul Weiss of Wayne 
State University for making this point. 

Then Lagrange's equation is 

iJLjiJq - (iJ 2LjiJqiJq)q - (iJ2LjiJq2)ij = 0, (40) 

and if (39) holds, 

iJLjiJq - (iJ2LjiJqiJq)q = 0. (41) 

Equation (41) must be an identity, so that (39) 
implies 

(iJjiJq)[L - (iJLjiJq)q] == 0, 

or L - (iJLjiJq)q is a function of q only, say seq). 
Then one has 

or 

L = F(q) + g(q)q, (42) 

where g is an arbitrary function of q. However, the 
term g(q)q in L is an exact derivative, and therefore 
makes no contribution to the equation of motion. 
Therefore, if q = 0, L must be a function of q only 
(if such exact derivative terms are dropped).9 

Thus, the ordinary free particle equation of motion 
and conservation of momentum are generated by the 
combined invariances of the equation of motion to 
coordinate translation and scale transformation 
(which here also imply coordinate inversion invari­
ance), plus no explicit t dependence in L and time­
inversion invariance. 

6. NEWTON'S LAW APPROACH 

If one starts with an equation of motion (as 
Newton's second law), instead of Hamilton's prin­
ciple, and this equation is assumed of second order, 
it may be expressed by 

ij = r(q, q, t). (43) 

To investigate the implications of the invariances 
discussed earlier, the methods of Secs. 2, 3, 4, and 
5 may be applied directly to (43). Thus translational 
invariance requires that r = r(q, t), scale trans­
formation invariance requires that r be homogenous 
of degree 1 in q and q, and coordinate inversion 
invariance that r be an odd function of q and q. The 
first of these conditions implies the conservation 
law (22) if r does not contain t, or if r = f(q)g(t). 
Again the general physical significance of this con-

II An interesting special case is L = q In q + 1'q, which 
yields an equation of motion having both translatIOn and 
scale transformation invariance (q = 1'q), but L is not in­
variant to either translation or scale transformation. How­
ever, for q' = kq, L' = kL + k In kq, and both Land L' give 
the same equation of motion. 
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servation law is not known.10 But in this case there 
is the additional problem of the definition of mo­
mentum. One can, of course, take p proportional to 
q, but it is not clear that this is the only acceptable, 
or the best, definition. Also, if r does not contain t, 
scale transformation invariance implies a conserva­
tion law. 

7. DISCUSSION 

The implications of the assumptions of coordinate 
translation, scale transformation, and inversion in­
variances on the equation of motion of a one­
dimensional classical particle,l1 obtained from Hamil­
ton's principle or starting from Newton's second 
law, have been deduced. For the general case L = 
L(q, q, t) or it = r(q, q, t), translational invariance 
of the equation of motion does not seem to generate 
conservation of momentum,10 contrary to the usual 
expectation.12 If L = L(q, q), or r = f(q)g(t), a 

10 More generally, if (21) holds, and letting q = v, the 
first-order equation iJ = rev, t) is obtained. This implies the 
existence of a constant of the motion G(v, t) if, and only if, 
r = (aG/at)/(aG/iJv). This constant may be regarded as 
associated with the translational invariance of the equation 
of motion, and that the conservation of G is generated by 
coordinate translation invariance alone. The relationship 
between G and linear momentum is not clear, in general. 

11 The generalized coordinate q used here need not be 
Cartesian. However, if it is, then the invariances discussed 
would all be appropriate for a free particle. It is also apparent 
that, if q is the angle describing the rotation of a free rigid 
rotator about a fixed axis, these invariances should also hold. 
However, even for a free particle, one can choose q such that 
the invariances discussed are not applicable in that coordinate 
system. The decision that a certain invariance principle 
should hold can only be made on physical grounds. But if 
such an invariance is applicable, its effects on the equation 
of motion can then be found by the above methods. 

12 D. M. Greenberger, Ref. 6, p. 290; C. N. Yang, Science 
127,565 (1958); E. P. Wigner, Progr. Theoret. Phys. (Kyoto) 
11, 437 (1954). 

conserved quantity is found, but it does not appear 
to be related always to the momentum. Scale-trans­
formation invariance requires homogeneity of the 
equation of motion, and also generates a conserva­
tion law if r does not contain t. Coordinate-inversion 
invariance requires only that the acceleration be 
an odd function of q and q, which does not imply a 
conservation law.13 This last is perhaps understand­
able, since, while translation and scale transforma­
tion are associated with one-parameter continuous 
groups, coordinate inversion is associated with a 
group of order 2. 

However, the coupling of invariances leads to 
strong conditions on the equation of motion, and 
it was shown that ordinary momentum conservation 
is obtained, if L is not explicitly time dependent, 
under translation and scale transformation (which 
includes inversion), with the addition of time-in­
version invariance. 

From the above results, it seems likely that time­
translation invariance alone does not generate con­
servation of energy. This and a number of other 
points will be discussed in a later paper. 
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The improper integrals, appearing in the course of evaluating the vector potential A and the electric 
field E inside a current-carrying region, are carefully examined. It is found that the integrals exist 
and have a well-defined meaning only when the current density function satisfies a Holder con­
dition. A definite and precise way of evaluating them is derived and A, E are shown to satisfy the 
usual inhomogeneous equations. 

1. INTRODUCTION 

T HE electric field due to a volume current den­
sity distribution J(r) in a volume V can be 

compactly expressed at points exterior to V by 
means of a Green's dyadic asl

-
3 

E(ro) = fff jwp.J(r)·G(r I ro) dV, (1) 
v 

where 

- 4~ (I + !2 V V)</> 

1 
= 47re V x V x</>I; 

R = Ir - rol. (2) 

In the above, I is the identity dyadic and the har­
monic time dependence e;wl has been assumed. At 
points exterior to V the integral in (1) is well defined 
and, as in potential theory,4 it may be proved that 
E(ro) is an analytic (differentiable any number of 
times) function of Xo, Yo, zoo When ro is an interior 
point of V, </> and its derivatives have a singularity 
at ro and the integral becomes improper. Its ex­
istence, let alone its continuity and differentiability, 
and, consequently, the existence of the function 
E(ro) on the left of Eq. (1) are at stake and must 
be carefully investigated. Situations of the same 
nature appear in potential theory and the rigorous 
theory of the improper integrals involved is given 
in detail in Ref. 4, pp. 17-21 and Chap. VI, in 
particular. In the following continuous reference 

* Work supported by the Ballistic Systems Division of 
the U. S. Air Force, Contract AF 04 (694)-498. 

1 R. D. Kodis, J. Soc. Indust. App!. Math. 2, 89 (1954). 
2 J. Van Bladel, IRE Trans. on Ant. and Prop. 9, 563 

(1961). 
3 J. Van Bladel, Electromagnetic Fields (McGraw-Hill Book 

Company, Inc., New York, 1964), Chap. 7, pp. 220-222. 
4 O. D. Kellogg, Foundations of Potential Theory (Dover 

Publications, Inc., New York, 1953). 

will be made to the precise definitions and results 
of Ref. 4, since rigor, as will become apparent, is 
indispensable in situations of this kind. Despite the 
mathematical undertones of the development, its 
practical interest in connection with the theory of 
scattering, plasmas, electron beams, etc., needs no 
overstressing. 

II. THE ELECTRIC FIELD AT INTERIOR POINTS 

Consider a closed region V bounded by the surface 
S, both regular in accordance with the definitions in 
Chap. IV of Ref. 4. The Cartesian components 
J z , J¥, J. of the volume current density J(r) are 
considered to be piecewise continuous functions4 

of x, y, z in V. At the moment no further assumptions 
are made about them. The surfaces S; in V at which 
J(r) is discontinuous are regular, by the definition 
of piecewise continuity.4 

A point r is said to be an interior/exterior point 
of V provided it is the center of a sphere all/none 
of whose points belong to V4

• At any exterior point 
ro, the volume integral in (1) defines an analytic 
function E(ro) of Xo, Yo, zoo Consider now a point 
ro interior to V. At such a point E(ro) may be ex­
pressed in terms of the scalar and vector potentials 
satisfying the Lorentz condition, namely 

E(ro) = -jwA - Vo\O = -jwA + (I/iW€p.)VoVo·A. 

(4) 

This expression is a direct consequence of Maxwell's 
Equations. It is also found that A satisfies the in­
homogeneous vector wave equation 

V 2A + k2A = -p.J 
with general solution 

A,,(ro) = ~fff J,,(r)</>(R) dV; 
v 

</> = e-ikR /R; u = x, y, z. 

(5) 

(6) 

1617 
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The last integral is again improper and, in it, J,,(r) 
is a piecewise continuous function of r. However, the 
integral is convergent and defines the function A,,(ro) 
throughout V. The definition of convergent improper 
integrals and certain lemmas on them are given in 
Ref. 4. [Let fer) become infinite at a single point ro 
of the region V of integration. Then the integral 

I = fff fer) dV 
v 

is said to be convergent, or to exist, provided 

la~ fff fer) dV 
v-. 

exists, where v is a variable regular region subject 
to the sole restrictions that it shall have ro in its 
interior, and that its maximum chord shall not 
exceed o. The value of the convergent integral is 
defined to be this limit. It may also be proved that 
if I is convergent, the integral f If. fer) dV ap­
proaches 0 with the maximum chord of v. Additional 
lemmas are given in Ref. 4, pp. 147-150.] Further, 
it is there proved that the so defined function 
A,,(ro) is continuous and, even further, differentiable 
throughout V. This last property amounts to 
saying that aA,,/auo(uo = Xo, Yo, zo) can be ob­
tained by differentiating under the sign of integra­
tion. With this in mind it is possible to rewrite (4) 
in the form2

,3 

E(ro) = -Z: fff J(r)<p(R) dV 
v 

- -4 1. Vo jff J(r). Vq, dV (7) 
7rJWE J 

v 

in which the improper integrals are convergent. 4 

Returning to the vector potential as defined by 
(6), we go one step further and inquire about the 
existence of the second derivatives of A(ro). As will 
become apparent, and in analogy with potential 
theory,4 the mere continuity of J,,(ro) does not suffice 
to guarantee even the existence of second deriva­
tives. This is ensured only when the current density 
satisfies a so-called Holder condition at ro, this being 
equivalent to the statement that there exist three 
positive constants c, B, a such that 

IJ .. (r) - J,lro) I ::::; BW, R = Ir - rol; u = x, y, z 

(8) 

for all points r for which R ~ c. Some plots and per-

tinent comments clarifying the meaning of this con­
dition in one dimension will be given later. Notice 
that now ro cannot belong to either S or S; on which 
J(r) is discontinuous. Nevertheless, at such points, 
at least certain second derivatives of a continuous 
solution of (5) must be discontinuous, as is indicated 
by (5); i.e., if the density jumps by JI in crossing 
such a surface, \j2A must jump by -/-IJI. 

Let now 2: be a sphere about ro of radius a, lying 
in V. Then A = Al + A2 , where Al is the potential 
of the current density inside 2: and A2 the potential 
of the remaining current density distribution. As 
ro is exterior to this latter distribution, the potential 
A2 has derivatives of all orders at ro and satisfies 
\j2 A2 + e A2 = 0 there. 

Consider next AI' If the density J(r) is constant 
in 2: then at each interior point r l of 2: using (6) 
we may obtain (see also Fig. 1) 

A ( ) _ /-IJ" [Sin k Irl - rol 
lu r I - k2 k Ir I - r 0 I 

X e-;k·(1 + jka) - 1} u = x, y, z. (9) 

We see that, at interior points, A1u(r l ) exists and 
turns out to be differentiable any number of times 
with respect to Xl, YI, Zl' In addition 

(to) 

i.e., for constant J, Eq. (5) is satisfied in the interior 
of 2:. 

Setting now 

J(r) = [J(r) - J(ro)] + J(ro), 

we see that the potential of a sphere with continuous 
current density at ro is the sum of the potentials of 
the sphere with vanishing density at ro and of a 
sphere with constant density, equal to J(ro), of the 
given sphere. It remains to evaluate the contribution 

FIG. 1. The sphere 2: 
excluded around fo. 
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from the "excess" density J'(r) in the sphere, which 
was supposed to satisfy a Holder condition. As­
suming a ~ c, this means that 

IJ~(r)1 ~ BR"; R = Ir - ral. (ll) 

Under this condition, differentiation under the sign 
of integration is still possible. In fact, for two typical 
second derivatives we have 

DI = [fff J~(r) il:~~) dV 1. = - III J~(r) e~:R 
X [1 + jkR - jkx2 3 +R

jkR 
- 3~:J dV, (12) 

D2 = [III J~(r) a::c:J dV 1. 
:!: 

= III J~(r) ~~ e-;kR[3 + jkR(3 + jkR)] dV, (13) 

where the origin was taken at ra with R = Ir - ral = 
(x2 + y2 + Z2)!; the integrals involved are con­
vergent by virtue of (ll) and since, also, Ixl ~ R, 
Iyl ~ R, etc.4 

The fact that the integrals are convergent 
and define DI and D2 is not in itself enough 
to establish the identification, for instance, of DI 
with (411"/IL) (a 2AJax2)r •• In order to achieve that, 
we resort to the definition of derivative and to the 
already established fact that for the first derivatives, 
differentiation under the sign of integration is per­
missible. If ra, r l , and r are the points (0, 0, 0), 
(h, 0, 0), and (x, y, z), respectively, we consider 

I = 411" [(aAu) - (aAu) ] - DI (14) 
ILh ax r, ax r. 

for h ~ 0, where, with R = (x2 + y2 + z2)1 and 
RI = [(x - h)2 + y2 + Z2]\ we obtain 

I = III J~(r){~[ (x - h)e- ikR , 1 +R~kRI 
l: 

-ikR 1 + jkRJ + e-
ikR 

- xe R3 R3 

X [1 + jkR - jkx2 3 +R
jkR 

- 3~:J} dV. (15) 

The integral I is convergent for reasons similar to 
those for DI and with the use of the additional rela­
tions Ix - hi ~ R I , etc. It will be shown that I 
tends to 0 with h. Calling 

g(h) = (x - h)e- ikR '(1 + jkRI)/R~ (16) 

it may be seen that the bracketed expression in the 

integrand of (15) is 

g(h) ~ g(O) _ g'(O) = g"(O) ~! 

+ g"'(O) ~~ + (17) 

where a Maclaurin series in h was used to obtain 
the right-hand side. It is now obvious that the in­
tegral has a meaning for h = 0, in fact it is 0, since 
the integrand reduces then to O. It remains to show 
that I is continuous in r l at ra, so that it tends to 0 
with h. It will then follow from (14) that the deriva­
tive (411"/IL) (a2A,Jax2) exists at ra and equals D I • 

The proof is based on the usual reasoning explained 
in Ref. 4: a small sphere fT about ro is considered. 
With rl interior to fT the integrand in (15) is con­
tinuous in ~ - fT, apart from the piecewise con­
tinuous density J~(r). The contribution from ~ - fT 

can, therefore, be made arbitrarily small, independ­
ently of fT, by restricting sufficiently h. Then I 
will be continuous if the integral over fT can be made 
arbitrarily small by sufficiently restricting the radius 
of fT, independently of the position of r l in fT. Two 
infinities are now present in the integrand, those 
due to denominators containing R and those con­
taining R I • It is obvious that terms giving rise to 
convergent integrals [for instance those containing 
R in the denominator, because of (ll)] can be dis­
carded since they tend to 0 with fT, independently 
of rl. We then keep only the "most singular" terms. 
This immediately reduces the integrand to the cor­
responding one of potential theory (Ref. 4, pp. 
154-155) and the rest of the proof can be found in 
Ref. 4. Thus I is continuous and the desired result 

(18) 

is obtained. The same procedure applies to D2 and 
to a2Au/axay. In particular, forming V'~Au from (12), 
by interchanging x, y, z, adding and using (6), we 
find for the pontential due to J~(r): 

(19) 

Adding the potential of the rest of the distribution, 
inside and outside ~, we see that all second deriva­
tives of A exist and that (5) is satisfied. 

Returning to the electric field and Eq. (4), it 
may be concluded that, as long as J satisfies a 
Holder condition at ro, the equation is valid and that 
it can be expressed in terms of convergent integrals. 
Evaluation of E is based on Eqs. (4), (9) and on the 
possibility of differentiating under the sign of in­
tegration for the rest of the contribution. More 
explicitly, Eq. (1) becomes 
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E(ro) = Iff jWJ.lJ(r)· G(r I ro) dV 
V-2: 

+ J~ro) [~e-ik'(l + jka) - 1]. 
]WE 3 

(20) 

The integral over 2: is convergent. Notice that 2: 
can be any finite region around ro, not necessarily 
a sphere, as long as it lies in V and in it (11) is 
satisfied (i.e., max Ir - rol :::;; c). This would modify 
the form of Eq. (9) and the last term in (20), which, 
for a sphere, assume their simplest and more explicit 
form. However, the' field may be evaluated at all 
points r l interior to 2:(ro), not only at its center. This 
is equivalent to using as excluded region for r l a 
sphere with center at the nearby point ro, in ac­
cordance with the preceding remark. The general 
formula reads 

E(rl ) = fff jwJ.lJ(r). G(r I r 1) dV 
V-2:(rol 

2: (r,) 

+ ~E [1 + ;2 ~\ V I ] 
'JI[S~ ~r~r~ ~olol e-

ik
'(l + jka) - 1 J, (21) 

where JI = J(rl) is a constant vector, not operated 
upon by V I' It is obvious that in all cases the in­
homogeneous equation V X V X E - k2E = - jWJ.lJ is 
satisfied. 

m. ILLUSTRATIONS AND CONCLUSIONS 

The following comments are addressed to the 
engineer and applied physisist, rather than to the 
mathematician. In order to illustrate the Holder 
condition two functions are given 

ft(x) = -l/log x, 

Mx) = xi, 

x < 0; 

x > 0; 

x < 0; 

x > 0; ft(x) = 1/log lxi, 

ft(0) = 0, (22) 

Mx) = -lxii, 
MO) = o. 

(23) 

The profile of their plot versus x, around x = 0, is 
shown in Fig. 2. They are both continuous at x = 0, 
they even have" continuously turning" tangent at 
x = 0, but they are not differentiable at x = O. The 
second satisfies a Holder condition at x = 0 with 

1(.) 

u(x) 

FIG. 2. Illustration of the Holder condition. 

a :::;; !, the first does not. The somewhat loose state­
ment that a Holder condition is stronger than conti­
nuity but weaker than differentiability if a < 1, is 
illustrated by 12 (x). Another example is u(x) = IBxl, 
for which a :::;; 1. 

In conclusion, a definite and precise way of evalua­
ting the field at the interior points of a current­
carrying region has been derived. At the same time 
attention has been drawn to the necessity of exercis­
ing special care in dealing with improper integrals. 
In particular, differentiation under the sign of in­
tegration (Le., interchange of differential and integral 
operators) requires the utmost care. Moreover, it is 
not permissible, in general, to let the finite volume v, 
excluded from V, approach 0, unless a proof can be 
provided that 

II = ~~ III F(r) dV 
V-. 

exists. In fact, this limit will not exist, unless 

I = III F(r) dV 
v 

is a convergent integral, which is equivalent to 
saying4 that 

12 = IL~ If I F(r) dV = O. 

[In this connection consider Eq. (20) for J(r) = 
J = constant throughout V. It is not permissible to 
let 2: -) 0 in this equation since 

~~ If I J·G(r I ro) dV 

does not exist and, therefore, does not approach O. 
Then, neither does 

~~ If I J·GdV 
V-2: 

exist.] 
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The scheme for classifying three-particle states according to su 3 is extended to the relativistic 
domain. A discussion is also given of the basic group theory lying behind the scheme. 

INTRODUCTION 

I T has recently been shown that the set of states 
for three noninteracting and nonrelativistic spin­

less particles can be put into a one-to-one correspond­
ence with the set of irreducible representations of 
SUa.! The SUa states followed uniquely from three 
requirements: 

(i) The total 4-momentum Q, the total angular 
momentum J, and its third component J. should 
be diagonal. 

(ii) All three particles should be treated on an 
equal footing. 

(iii) There should be easy passage between mo­
mentum and position representations. 

In this note, the SUa states will be generalized to 
the relativistic case. Our method is based on the 
recent work of Halpern and is essentially an ap­
plication of his technique to the problem at hand.2 

Section 1 is devoted to a simple mathematical 
exercise which contains the essence of the problem. 
The insight gained there is applied to the actual 
problem in Sec. 2. A final section discusses the under­
lying group-theoretical reasons for the success of 
the SUa classification scheme. 

1. MATHEMATICAL PRELIMINARIES 

Let So denote the surface of a cube in three­
dimensional Euclidean space, and F the set of all 
continuous functions t defined on this surface. F 
is evidently a vector space under the operations 
of ordinary addition of functions and scalar multi­
plication. In addition, F can be given a scalar 
product by the rule 

(1.1) 

where f dA denotes integration over the surface 
area of the cube. In this context we pose and answer 

1 A. J. Dragt, J. Math. Phys. 6, 533 (1965) and hereafter 
referred to as (I). 

2 F. R. Halpern, Phys. Rev. 137, B1587 (1965). 

the following question: How can one simply choose 
a complete orthonormal basis for F? 

We notice that the surface of a cube is topologically 
equivalent to S2, the surface of a sphere. (Here we 
ignore the corners and edges of the cube, or first 
round them off.) In fact, Se can be mapped onto S2 
by a simple radial projection. That is, we can think 
of So as a surface obtained by taking a unit sphere 
and making radial deformations which vary from 
point to point. 

Using the projection mapping, the scalar product 
(1.1) can be written in the equivalent form 

where the integral is now over S2, and W(Q) is a 
positive weight function arising from the change 
of variables. The answer to our question is now 
immediate. A simple complete orthonormal set, de­
noted by tim, can be had by writing 

(1.3) 

where the Y lm are the familiar spherical harmonics. 
There are important observations to be drawn 

from our simple exercise. The Y 1m are famous for 
their simple transformation properties under the 
action of the generators of the rotation group. De­
noting these generators by L i , we see that the tim 
have the same properties under operators L~ de­
fined by 

L~ = W-1LiWl. (1.4) 

Since the Li are Hermitian with respect to the 
usual scalar product, the L~ are Hermitian with 
respect to the scalar product (1.2). The L~ also 
obey the same commutation rules as the L i • Passing 
from the generators to the group itself, we know 
that 

(1.5) 

where U B denotes the unitary operator generated 

1621 
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by the L. and corresponding to the rotation R. 
In the primed case, one has 

V~f(O) = W-i(O)Wi(R-10)f(R-1Q). (1.6) 

Finally, the V ~ satisfy the usual group properties, 

(1.7) 

and are unitary with respect to the scalar product 
(1.2). 

We conclude that, even though S. itself is not 
rotationally invariant, the space of functions F can 
nevertheless be completely decomposed with the 
aid of Hermitian operators L~ related to the usual 
L. through a simple similarity transformation 
Clearly, the same argument will go through for 
any manifold topologically equivalent to ~. The 
surface S. merely served as a simple example. 

2. RELATIVISTIC STATES 

Let Ik) denote a single-particle plane-wave state 
having 4-momentum k. The Lorentz group will 
act according to the rule 

VeL) Ik) = ILk), (2.1) 

where L is the ordinary 4 X 4 Lorentz transforma­
tion matrix. For V to be unitary, the scalar product 
must be of the form 

(k I k') = (WUl')! oa(k - k'), (2.2) 

where k and W denote the space and time com­
ponents of k. Three-particle plane-wave states are 
obtained by taking the tensor product Ik1 ) Ik2) Ika) 

which will be written more briefly as Iklk2ka). 
The states which we seek will be superpositions 

of plane-wave states written in the form 

IQIL) = J ft W~l d3k. O(kl + k2 + ka - Q) 

X f,,(klk2k3) Iklk2ka). (2.3) 

The state IQIL) has total 4-momentum Q and a set 
of discrete quantum numbers {ILl. From now on 
we shall work directly in the center-of-momentum 
(CM) frame and pass to arbitrary frames by Lorentz 
velocity transformations. That is, we define 

IQIL) = VeL) I QolL) , (2.4) 

where 

The scalar product (Q.uIQov) can be calculated 
using Eq. (2.2), 

(Q.ul Qov) = o(Q - Qo) J :r:r W~l d3k i 

X oa(k1 + k2 + k3) O(WI + W2 + W3 - M)]"f.. (2.7) 

For the moment we restrict ourselves to the case 
where all particles have the same mass m. As in (I), 
we introduce relative momenta defined by the rela­
tions 

p(l) = 2-i (k2 - k 1), 

p(2) = 6-!(2ka - kl - k 2), (2.8) 

pea) = 3-!(kl + k2 + ka). 

Using the new variables transforms the integral 
to the simpler form 

3-1 J d3p(l) d3p(2)(W1W2W3r 1 o{L: Wi - M)]J.. (2.9) 

In this form it is clear that we are dealing with an 
integration over a certain five-dimensional manifold 
P (phase space) embedded in six-dimensional Eucli­
dean space. In the low-energy limit, the argument 
of the delta function takes the form 

L:Wi - M 

= (2m)-I(p(l)' + p(2),) + 3m - M. (2.10) 

Thus at low energies (and up to a scale transforma­
tion), P is essentially S5, the five-dimensional sur­
face of a sphere in six-dimensional space. This 
circumstance suggests that we radially project P 
onto S5 just as we projected S. onto S2 in Sec. 1. 
Or equivalently, we should view p(l) and p(2) col­
lectively as the components of a six-dimensional 
vector p, 

p = (p(l), p(2». (2.11) 

Employing the projection mapping, the integral 
takes the final form 

J II W~l d3k. o{L: k. - Qo)M. . 

where dO denotes integration over SS. The weight 
is given by 

Q = LQo. (2.5) W = [8(p)3-J(WIW2Warlp5(aH/aprlJlp_pol (2.13) 

Qo = (0,0,0, M), (2.6) where 

and L is a pure velocity transformation. H(n, p) = L:w. - M (2.14) 
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and Po(Q) is defined by the relation 

H(Q, Po) = o. 
More specifically, 

W(Q) = (m1m2m3)i(L m;)-J(wIW2W3)-1 

X ( '"'" 2 -I )3(M '"'" 2 -I)-I L..J Wim-t - mi - £..J miWi . 

(2.15) 

(2.16) 

The quantities Wi and M are to be evaluated in 
the CM frame. The term O(Po) is actually unneces­
sary since Po as defined by Eq. (2.15) is always 
positive. In other words, P is always topologically 
equivalent to S5 even at high energies. 

The rule for constructing covariant three-par­
ticle states satisfying conditions (i) and (ii) [and (iii) 
in the limit of low energy in the CM frame] is 
now apparent. We observe that the SUa functions 
found in (I) form a complete orthonormal set over S5. 
Consequently, we simply write 

(2.17) 

to obtain the required orthonormal set over P with 
the scalar product (2.12). Here g~(Q) denotes an 
SUa function, 

(2.18) 

The index JI. collectively embraces the quantum 
numbers (n.nbjmw). The coordinates of a point Q 

in S5 are given by the three Euler angles ex, {3, ,¥, 

and the two Dalitz-Fabri coordinates p, cpo Since 
the relationship between these coordinates and the 
point Q depends only on the geometry of ss, the 
Dalitz-Fabri plot as defined in (I) remains circular 
at all energies. This is in contrast to the usual 
definition where the shape of the plot is energy 
dependent.a The price that has been paid for this 
convenience is the appearance of the weight W. 

The functions g~ are characterized by their trans­
formation properties under an SUa group having 
eight generators which, in analogy with Sec. 1, will 
again be denoted by L i • In particular, the g~ are 
eigenfunctions of certain operators 0, built up from 
the L i • Consequently, the f# will be eigenfunctions 
(with the same eigenvalues) of operators O~ ob­
tained by the similarity transformation (1.4). Now 
among the 0 i are rand J. where J denotes the 
total angular momentum in the CM frame. But 
since W is rotationally invariant, we have J' = J 
so that the fp are also angular momentum eigen­
functions. Finally, since W is a symmetric function 
of the momenta of the three particles, the operators 

a E. Fabri, Nuovo Cimento 11, 479 (1954). 

L~ and 0; treat all particles on an equal footing. 
We conclude that the prescription (2.17) satisfies 
all the necessary requirements. 

This completes our discussion on the construction 
of covariant SUa states in the equal-mass case. 
For the unequal-mass case, it is necessary to replace 
the definitions of pCl) to p (3

) given in Eq. (2.8) with 
those given in the Appendix of (I) to assure that 
P is again essentially S5 at low energies. When 
this is done, Eq. (2.16) also holds for the unequal­
mass case. 

3. DISCUSSION 

In (I) it was implicitly assumed that the SUa 
functions formed a complete set over S5. We now 
sketch a proof. To begin, we need two facts about 
the SUa functions which can easily be verified from 
their method of construction. They are that the 
functions pXg~ are solutions of the six-dimensional 
Laplace equation and are homogeneous polynomials 
in the variables Pi (i = 1 to 6) of order X = n. + nb' 
See Eqs. (6.4), (6.7), (6.57) of (I). Consequently, 
each SUa function is a spherical harmonic poly­
nomial. 

The completeness of the spherical harmonics can 
be easily proved by using the Weierstrass approxi­
mation theorem.4 Let f be an arbitrary continuous 
function defined on S5. We extend f to a continuous 
function 1 defined in the cube -1 ::; Pi ::; 1 by 
the rule 

J(p) = P2f(~), p ~ 0; 

1(0) = o. 
(3.1) 

It follows from the Weierstrass theorem that J 
can be uniformly approximated by polynomials in 
the variables Pi constructed from monomials of the 
form p~'p;' ... p:'. But on S5 these monomials can 
be re-expressed in terms of the spherical harmonics. 
Therefore, the spherical harmonics form a com­
plete set over S5. 

It remains to be shown that the SUa polynomials 
comprise all of the spherical harmonics. The simplest 
thing to do is to count. The number of spherical 
harmonics of order X on S5 is given by5 

N(X) = (X + 2)(X + 3) !/12A!. (3.2) 

4 R. Courant and D. Hilbert, Methods of Mathematical 
Physic8 (Interscience Publishers, Inc., New York, 1953), 
p. 65 if. 

6 A. Erdelyi, The Bateman Manuscript Project, Higher 
Transcendental Function8 (McGraw-Hill Book Company, Inc., 
New York. 1953). Vol. 2, p. 237. 
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An SUa polynomial of order t.. arises from representa­
tions having no + nb = t... The dimension of an 
SUa representation is given by6 

d(n .. , no) = l(n .. + l)(nb + l)(n" + nb + 2). (3.3) 

One easily checks that 

N(t..) = L: dena, nb)' (3.4) 
ft4-+nb=-A 

There is also a more group-theoretical derivation 
of the relation between SUa and S". It is based 
on the observation that S5 is topologically equi­
valent to the cosets of SUa with respect to an SUz 
subgroup.7 Let A and B be 3 X 3 SUa matrices 
and let H denote the SU2 subgroup of SUa con­
sisting of all matrices of the form8 

[~ 0 '~'l' o ... 
Then A and B are in the same SU2 coset provided 
A-1B E H. It is easily checked that A and B will 
be in the same coset if and only if they have the 
same first column (aI' a2, as). Since the matrices 
are unitary, 

(3.5) 

Also, given any set of a, satisfying Eq. (3.5), it is 
possible to construct an SUa matrix having the a, 
as a first column by suitably adjusting the other 
two columns. Consequently, the cosets of SUa with 
respect to H are in one-to-one correspondence with 
triplets of complex numbers obeying Eq. (3.5). 
Writing out Eq. (3.5) in real and imaginary parts 
gives S5. We write this result symbolically as 

SUa/SUz ~ S5, (3.6) 

In this form it is clear how SUa acts on S5. It acts 
by the left multiplicative action of the group on 
its SU2 cosets,9 

The set F of continuous functions on S5 can be 
viewed as continuous maps of SUa/ SU2 onto 0, 
the complex numbers. SUa now provides a family 
of mappings U of F onto itself by the rule 

6 J. J. de Swart, Rev. Mod. Phys. 35, 916 (1963). 
7 H. Weyl, The Classical Groups (Princeton University 

Press, Princeton, New Jersey, 1961), p. 268. 
8 This is an SU 2 of the "X" type in the terminology of (I). 
9 It can be shown in general that if a group G acts transi­

tivelyon a manifold M, then M = GIH, where H is some 
subgroup of G. M is called a homogeneous space. See L. 
Pontrjagin, Topological Groups (Princeton University Press, 
Princeton, New Jersey, 1958), p. 291; or see R. L. Bishop and 
R. J. Crittenden, Geometry of Manifolds (Academic Press Inc., 
New York, 1964), p. 38. 

f F, g E SUa. (3.7) 

This is just Eq. (1.5) in disguise. Since F is a vector 
space, we get in this way a representation of SUa. 
The representation is unitary since it preserves a 
scalar product similar to Eq. (1.1). Our problem 
is to determine what irreducible SUa representa­
tions are carried by F and how often each occurs. 

A little reflection shows that our problem is a 
specific example of a more general problem: given 
a compact group G and a closed subgroup H, what 
representations of G are carried by the vector space 
F of maps of G/H onto O? As another example, 
consider SU2 , It is easy to check that SUdUl ~ S2, 
where U 1 is the one-dimensional unitary subgroup 
of rotation about the z axis. Again, for SU2 itself 
one has SU2 ~ Sa. The question is: what representa­
tions of SUz are carried by functions defined on S2 
and S3, and how often does each representation 
occur? 

The answer to the general problem is given by 
the Frobenius reciprocity theorem. 1o Take a specific 
irreducible representation r a of G. Then r a also 
provides a representation of the subgroup H. In 
general, when viewed as a representation of H, r a 

is reducible. See how many times r a when restricted 
to H contains the identity representation of H. 
Call this number Va' Then F carries the representa­
tion r a of G exactly v" times. 

We first apply the theorem to the case G = SU 2' 

Representations of SU2 are labeled by a single 
index j. For the case in which H = U11 we have to 
ask: for what values of j does r; have a vector 
with i. = O? Obviously i must be integral; in which 
case there is one and only one vector with i. = O. 
Therefore only the integral spin representation of 
SU2 occur for S2, and each integral representation 
occurs once. The representations are given, of course, 
by the Y1m • For the case of SU2 itself, H is the 
identity element. We therefore have to ask how 
many times the identity representation of the iden­
tity element occurs in ri. The answer is 2j + 1 
times, the dimension of r i

, Therefore, the functions 
defined on sa carry all irreducible representations 
of SU2, and each representation occurs 2j + 1 times. 
The representations are given by the D~m' (a{3-y) 

10 G. W. Mackey, Ann. Math, 55, 101 (1952). See Theorem 
8.2. The representations we are dealing with are special cases 
of "induced" representations in which the "inducing repre­
sentation" of H is one dimensional. See also A. Weil, L'inte~ 
gration dans les groupes topologiques et ses applications, Actuali­
ties Scientifique et Industrielles No. 869 (Hermann & Cie., 
Paris, 1940), p. 83. The completeness of the spherical har­
monics discussed earlier can also be proved using the Frobenius 
theorem and the Peter-Weyl theorem. 
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functions. We get a representation for each of the 
2j + 1 values of m'. 

We now apply the Frobenius theorem to the case 
of SUa/SU2 • We need to know how many times 
the identity representation of SU2 occurs in an 
irreducible representation r(Ah A2) of SUa. To use 
the language of unitary symmetry, we want to 
know how many particles with zero isotopic spin 
are contained within any given SUa multiplet. The 
answer is one, and only one.ll Consequently, each 

11 H. Boerner, Representations of Groups (North-Holland 
Publishing Company, Amsterdam, 1963), p. 160. 

irreducible representation of SUa occurs once and 
only once in the set of functions over S5. The 
representations are given, of course, by the SUa 
wavefunctions found in (I). This is the underlying 
group-theoretical reason for the success of the SUa 
classification scheme. 
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In this paper, certain results concerning the singularities of holomorphic functions with integral 
representations are used to investigate the analytic properties of the elastic unitarity integral of the 
quantum theory of fields. In particular, it is shown that each of the Landau singularities of the scat­
tering amplitude is an actual singularity. It is also shown that if the scattering amplitude is not 
identically zero it must have a natural boundary on the unphysical sheet. 

I. INTRODUCTION 

I N a previous paper 11 the present authors have 
studied certain generalizations of the Hadamard 

problem2 and have given theorems concerning the 
location of the possible singularities of holomorphic 
functions (of several complex variables) determined 
by germs which are given by integrals with holo­
morphic integrands whose singularities lie on analytic 
sets. In this paper we illustrate the method by 
applying the theorems to the elastic unitarity inte­
gral of the quantum theory of fields. 3

•
4 We reproduce 

the results of Zimmermann5 on the Landau sin­
gularities of the scattering amplitude in a way that 
makes clear the connection with Landau's6 treat­
ment of the singularities of the Feynman amplitudes. 
Furthermore the method provides new results which 
bear on the paper of Freund and Karplus7 on the 
possibility of a natural boundary of the scattering 
amplitude on an unphysical sheet. In particular, we 

* This research was supported in part by the National 
Science Foundation under NSF Grants GP-3, GP-2067, 
GP-3937 and GP-5023; and was also supported in part by 
the U. S. Air Force Office of Scientific Research under AFOSR 
Grant 400-64. 

t Present address: University of Illinois, Chicago, Illinois. 
:j: Present address: Georgetown University, Washington, 

D.C. 
§ Present address: University of Wisconsin, Milwaukee, 

Wisconsin. 
1 R. P. Gilbert, H. C. Howard, and S. Aks, J. Math. 

Phys. 6, 1157 (1965), hereafter denoted by I. 
2 J. Hadamard, Acta Math. 22, 55 (1898); also see I. 

Theorem 0, and R. P. Gilbert, Pacific J. Math. 10, 1243 
(1960). 

3 The elastic unitarity condition is a direct consequence of 
the unitarity of the S-matrix operator at energies below the 
first production threshold. For details see: S. 0. Aks, Tech­
nical Note BN-363, Institute for Fluid Dynamics and Applied 
Mathematics, University of Maryland, College Park, Mary­
land. Also J. Math. Physics 6, 516 (1965). 

4 Also see: S. Mandelstam, Nuovo Cimento 15,658 (1960). 
6 W. Zimmermann, Nuovo Cimento 21, 268 (1961). 
6 L. D. Landau, Nuclear Phys. 13, 181 (1959); Zh. Eks­

perim. i Teor. Fiz. 37, 62 (1959) [English transl.: Soviet 
Phys.-JETP 10, 45 (1960).] 

7 P. G. O. Freund and R. Karplus, Nuovo Cimento 21, 
519 (1961). 

show that each of the Landau singularities is an 
actual singularity, not merely a possible singularity, 
of the scattering amplitude. It follows that the 
natural boundary must be present if the scattering 
amplitude is not identically zero. 

The conclusion that the Landau singularities are 
actual singularities is interesting. A direct proof 
that the first Landau singularity is actually a sin­
gularity is quite complicated. Aks8 has based a proof 
of the necessity of first allowed production process, 
in a quantum theory of fields with nonvanishing 
scattering amplitude, on the existence of the first 
Landau singularity. The result of the present paper 
suggests that all (nonforbidden) production processes 
occur with nonzero cross section. 

In the main body of this paper, the "envelope 
method"g is used to study the locations of the sin­
gularities of the elastic unitarity integral. The 
"Hadamard approach"g to the problem of the loca­
tion of the singularities of the elastic unitarity inte­
gral is illustrated in an Appendix. 

2. THE ELASTIC UNITARITY INTEGRAL 

As an illustration of our continuation theorems 
we consider the unitarity conditions in the quantum 
theory of fields. It is well known10 that the elastic 
scattering amplitude cp(s; x) for bosons of mass m 
(spin and change zero) and energy s! satisfies the 
unitarity condition 

i (s 4m2)! 1+1 1+1 

cp(s; x) - cp*(s; x) = 8 -s -1 dX1 -1 dX2 

8 See S. 0. Aks, Ref. 3. 
9 For details see 1(1), and R. P. Gilbert, J. Math. Phys. 5, 

983 (1964). 
10 See: S. 0. Aks3 and S. Mandelstam.4 
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where 8 = cos- l 
X is the scattering angle in the 

center of momentum system, (s; x) E E X I == 
[4m

2
, 16m2) X [-1, + 1], and 8W is taken to be 

the characteristic function for the set I ~ > O}. 
We remark that we are considering fields invariant 
under replacement by their negative, otherwise we 
would have (2.1) valid in it X I [it == [4m2

, 9m2
)] 

instead. We note that it is possible for us to write 
the unitarity condition (2.1) in the alternate form 

i (s - 4m2)! 1+ 1 

4>(s; x) - 4>*(s; x) = 16 S -1 dX l 

r2r 

X 10 dp 4>*(s; Xl) 4>(s; x Xl 

+ [(1 - x2)(1 - x~)]i cos p), 

where (s; x) E E X I. 

(2.2) 

We may consider Eqs. (2.1) and (2.2) as integral 
equations for 4>*(s; x) with kernels 

Ix Xl + (1 - x2)!(1 - xD! cos pl2 

~ (x
2 + [1 - X2])(X~ + [1 - xJ cos2 p) 

~ x~sin2 P + cos2 
P ~ 1, 

for (x, Xl) E (I X J); hence it is clear that K 2 (x, 
Xl; s) is holomorphic (analytic and single valued) 
in the two complex variables, 

(x, Xl) E ;n (2) (I X I) C ;n(I) X ;n(J). 

From this we may conclude that, if there exists a 
function 4>2 E L 2 (I) for fixed s E D+(E), which 
satisfies the integral equation 

4>2(S;X) = 4>(s;x) 

1 (S - 4m2)! 1+ 1 

- 8" S -1 dXl K 2 (x, Xl; S)4>2(S, Xl), 

then 4>2(S; x) is analytic in x for 

x E ;n(I) n ;n(2)(I X I) 

and S such that s E D+(E). 

(2.5) 

The existence of a solution of (2.5) for each 
s E D+(E) is now considered under the previous 
assumptions. For each such fixed s, K 2 (x, Xl; s) 

(2.3) is holomorphic, and therefore, bounded for (x, Xl) E 
(I X I); hence K 2(x, Xl; s) is an L2 kernel, 

and 

respectively. These kernels are equivalent to within 
a change of parametric representation made by 
replacing p in (2.4) by 

arc cos UX2 - x xl)[(1 - x2)(1 - x~)ri}. 

We note, however, that this change of parameter 
is not one-to-one at the end points of the X2 integra­
tion, namely X2 = ± 1. 

3. THE ELEMENTARY ANALYTIC PROPERTIES 
OF THE ELASTIC SCATTERING AMPLITUDE 

Let us now assume that 4>(s; x) is holomorphic 
(analytic and single valued) in the bi-cylinder 
D+(E) X ;n (I) , where D+(E) is compact and con­
tains E as a part of its boundary and D+(E) n 
11m S < O} = O. We require that D+(E) forms 
an upper semineighborhood for the set E (i.e., the 
points of E are accessible from D+ (E) n 11m S ~ O}; 
we will also have occasion to use the lower semi­
neighborhood D-(E) which is similarly defined. From 
the Schwarz inequality we have 

and (2.5) as well as the equations gotten from (2.5) 
by conjugating the kernel satisfy the Fredholm 
alternative.ll We remember that for sEE 4>*(s, x) 
is assumed to satisfy the elastic unitarity condition 
(2.2) which, if regarded as an integral equation for 
4>*(s, x), is the same as (2.5). It follows, providing 
our hypotheses are consistent regarding the an­
aliticity requirements on 4>(s; x), (which we assume 
to be the case in what follows) that (2.5) has a 
solution for each fixed sEE. For s fixed in D+ (E) -
E (2.5) may not have a solution; however, since 
K2(s, Sl; s) is an L2 kernel and holomorphic in the 
parameter s, such points are isolated and have no 
finite limit points. We conclude that for s fixed in 
in D+(E) [with the possible exception of a finite 
set contained in D+(E) - E]4>2(S; x) is analytic 
in x for x E ;n(I) n ;n(2) (I X I). 

The analytic properties of 4>2(S; x) in s (for fixed x) 
are now discussed. We consider s as a parameter 
in (2.5) and note that both the kernel K 2 (x, Xl; s) 
and the inhomogeneous term 4>(s; x) are holomorphic 
in the parameter for (x, Xl) E ;n (2) (I X J) C 

11 F. Riesz and B. Sz.-Nagy, Functional Analysis (Frederick 
Ungar Publishing Company, New York, 1955), p. 170. 
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mel) X mel). As a consequence, for each fixed 
x, CP2(S; x) is holomorphic in the parameter s for 
all points s E [)+(E) at which a solution of (2.5) 
exists. From what has already been said, CP2(S; x) is, 
for each fixed x E m(1) n m(2)(1 X 1), holomorphic 
in [)+(E) - F where F C [)+(E) is the (finite) set 
of points on which (2.5) does not have a solution. 
Using Hartogs' theorem we have from the analycity 
in x (for fixed s) and s (for fixed x) that CP2(S; x) 
is holomorphic in 

We have so far made no restrictive assumptions 
about [)+(E) [or the domain of analyticity of cp(s; x)]. 
At this time we list the weakest assumptions made 
in this paper regarding the domain of analyticity 
of cp(s; x) (i.e., the smallest domain). (From time 
to time we shall strengthen these assumptions to 
obtain more specific results.) To this end we in­
troduce the two sets A, II, which are contained 
in C(2), 

A == {(s, x) Is ~ 4m2
; x E C(l)}, 

II == {(s, x) I x = ±[1 + 2t/(s - 4m2)], 

t 2:: 4m2
; s E C(l)}, (3.1) 

and the complement of their union n(2) == C(2) -

A V II. We assume that cp(s; x) is holomorphic in 
n(2). We will show that n(2) is not a holomorphy 
domain for functions satisfying (2.1); in other words 
if cp(s; x) is holomorphic in n(2) and satisfies (2.1) 
it can be analytically continued to a domain which 
contains n(2) as a proper subset. 

From the previous discussion we have that on 
the surface EX 1, cp*(s + iO; x) = CP2(S, x); further­
more, as a consequence of certain physical invariance 
properties we must have cp*(s; x) = cp(s*; x) for 
(s, x) E {X", n x = reaW2

, where X", is the domain 
of holomorphy for cp( S; x). (The domain of holomorphy 
of cP is the germ space generated by the holomorphic 
function cp.) Since a holomorphic function of several 
complex variables is completely determined by its 
values in a real environment13 we realize that cp(s; x) 
and CP2(S, x) are direct analytic continuations of one 
another across E. For instance, starting at the point 
SO + ie(sO E E)(xO E m(1) and fixed) we may 
pass around s = 4m2 in [)+(E) - F in a counter 

12 This is a consequence of PCT invariance (for particles 
with zero spin and charge). For details, R. F. Streater and 
A. S. Wightman, PCT, Spin & Statistics, and All That (W. A. 
Benjamin, Inc., New York, 1964). 

13 S. Bochner and W. T. Martin, Several Complex Variables 
(Princeton University Press, Princeton, New Jersey, 1948), 
p.34. 

clockwise manner to reach the point (SO - iE, XO). 
The value of the function cp(s; x) here is then cp(SO -
iE; XO) = CP*(SO + ifi; XO), and we use these values 
as E ~ 0 to determine CP2(S, x) on E X 1. CP2(S; x) 
may then be continued to another "sheet" of the 
Riemann space by passing through the cut (or 
hypersurface) E X C1

• If we now continue CP2(S; x) 
around the previous path encircling s = 4m2 to 
the point (SO - iE, XO) we can show this value 
CP2(SO - iE; XO) approaches cp(SO + iE, XO) as E ~ 0 
(CP2 on the second sheet, cP on the first sheet). 

We remember that [under our previous assump­
tions concerning cp(s; x)] (2.5) as well as the equation 
obtained from (2.5) by conjugating the kernel sat­
isfies the Fredholm alternative. We have also found 
that the (inhomogeneous) equation (2.5) has a solu­
tion for sEE [the same is true for the equation 
with conjugated kernel since this equation has as 
its solution cp(s; x) as is seen by conjugating each 
term of (2.2)] hence the homogeneous equations 
will only have the trivial solutions. We will use 
this to show that CP2(SO - iE; XO) approaches cp(SO + 
iE; XO) as E ~ O. At the point (SO - iE; XO), (2.1) 
becomes 

X 8(1 - x~ - x~ - xo' + 2X1X2XO) 
(1 - x~ - x~ - xo' + 2X1X2XO)1 

After the change of variables Xl ~ X2 and some 
simplification (2.1) is given by 

<peso + iE; XO) - CP*(SO + ifi; XO) 

1 (SO - 4m2)! 1+1 1+1 

= -8 ° dX1 dX2 
S -1 -1 

X 8(1 - x~ - x; - XO' + 2X1X2XO) 
(1 - x~ - x~ - xo' + 2XIX2XO)! 

X cp(SO + iE; Xl)CP*(SO + iE; X2)' (3.3) 

Combining (3.2) and (3.3) gives 

cp(SO + ifi; XO) - CP2(SO - iE; XO) 

_ ! (80 - 4m2)t 1+1 1+1 
- 8 ° dX1 dX2 

8 -1 -1 

X 8(1 - x~ - x~ - xo' + 2X1X2XO) 
(1 - x~ - x~ - xo' + 2x x2xO)1 

X CP*(So + iE;x2) {cp(So + iE;X1) - CP2(SO - iE; Xl)}, (3.4) 
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which, from the equivalence of (2.3) and (2.4), 
may be written as 

{cp(SO + iE; XO) - CP2(SO - iE; XO)} 

X {cp(SO + iE; Xl) - cpisO - iE; Xl)}. (3.5) 

We have noted above that the homogenous equa­
tions with kernels K 2 (x, Xl; s) and K~(x, Xl; s) 
have only trivial solutions for sEE hence we con­
clude that {cp(SO + iE; XO) - CP2(SO - iE; XO)} = 0 
as E -t 0 with SO E E and it follows that CP2 and cP 
approach each other in value on their respective 
sheets; hence the Riemann space appears locally 
in the s variable about s = 4m2 as a square-root 
ramification. 

N ow returning to our investigation of the sin­
gularities of CP2(S; x) in terms of cp(s; x) (i.e., deter­
mining analytic information about a direct continua­
tion from information about the original branch), 
we introduce instead of (2.1) and (2.2) the relations 

and 

1 ( 4 2), 1+1 12'-cp(S; X) - CP2(S; X) = 16 s - s m -1 dXl ° dp 

X CP2(S; Xl) cp(s; X Xl + [(1 - x2)(1 - x~)]l cos p), (3.7) 

which we consider in g(2). In the following we shall 
be concerned with the analytic continuation of 
CP2(S; x) (the scattering amplitude on the second 
sheet of the square root ramification at s = 4m2

) 

starting from the domain of analyticity [1)+ (E) -
F] X [;n(I) n ;n(2)(I X I)] determined above. 

4. SOME REMARKS ON THE METHOD OF 
ANALYTICALLY CONTINUING THE 

UNITARITY INTEGRAL 

We note that the (J function in the integrand of 
(3.6) is not a holomorphic function. In fact there 
is ambiguity concerning just how it should be "con­
tinued"; however, we may remove it by considering 
the integral to be taken over a two-dimensional 
chain r %, whose boundary is given by 

ar% == {(Xl' X2) 11 - X~ - X~ - X2 + 2X2XIX 

= 0; Xl, x2 real; X fixed}; (4.1) 

that is, we may replace (3.6) by, 

cp(s; x) - CP2(S; x) = ~ (s -s4m
2Y fL. dXl dX2 

X CP2(S, Xl) cp(s, X2)/(1 - x~ - x~ - X2 + 2XlX2X)'. (4.2) 

Holding this boundary fixed we may now deform 
r % -t i\ provided that no singularities of the inte­
grand in (3.6) lie inside i\ - r z. We may also vary 
ar., provided we do not sweep over singularities. 
To be more precise, let us hold X fixed and define 
ar% as follows: let X be real and 

ar.,(A) == {(Xl' X2) I Xk = Ma; A, x), 

(k = 1,2); x, A fixed; a E [0, I]}, 

such that Ma; A, x) is a smooth function of (a, x) E 
[0, 1] X [0, 1] and Ma; 0, x) == Xk. The set 

U {ar%(A)} 
AE[O.lI 

is called the "homotopy cylinder" of this mapping 
from the curve ar z== ar .,(0) to the curve ar ,,== ar ,,(1). 

Now if no singularities of the integrand lie in 
the domain D bounded by 

{i\ - U [ar,,(A)] - r,,} 
AE[O.11 

we may replace integration over the chain r" by 
integration over the chain fi., minus integration over 
the homotopy cylinder UAE[O.11 arz(A). In the case 
where integration over each lamina ar x(A) vanishes 
our result simplifies to invariance of the integral 
under the variation of integration domain r" -t fi.,. 
[We remark that this is the case if each areA) 
bounds a topological two-chain rCA) C z(l) (A), 
where Z(l) (A) is an analytic set of complex dimension 
one, and the integrand is holomorphic regular in 
Z(l) (A).] 

In the case we have, the integrand is singular, 
with a ! power, infinity at the points satisfying 
o == {I - x~ - x~ - x2 + 2X l X 2X = OJ. By defini­
tion ar x(A) coincides with this for A = O. If we 
further require that ar ,,(A) meets 0 only at A = 0, 
then this singularity is certainly integrable on the 
set aD given above. The only place difficulty may 
arise is if a boundary point coincides with a point 
on a double line of 0, i.e., for x = ±1 (Xl = ±x2 ). 

We already know, however, that the integral is 
regular for x in a complex neighborhood of I, and 
this rules out this possibility. 

Summarizing our discussion, we recall that from 
Theorem 3 of the paper I a fixed boundary could 
lead to singularities of the integral; however, from 
the above remarks we realize that it is possible to 
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deform the boundary (thereby changing the value 
of the integral) with the integral not becoming 
singular unless we pass over a nonintegrable sin­
gularity of the integrand. 

We conclude therefore, that in our case no point 
(XI, x2 ) need contribute to a possible singularity 
of the integral unless we cannot deform the boundary 
away from it (in the sense of the theorems of the 
paper I). We may now proceed to extend our usual 
treatment to possible singularities which may cor­
respond to boundary points, and we conclude that 
they are already counted by the envelope method. 
(The envelope method actually lists as possibly 
singularities those points which become infinite at 
least as fast as second order poles. Hence, if one of 
these points coincides with a boundary point the 
integral is singular.) 

5. FURTHER PROPERTIES OF THE 
SCATTERING AMPLITUDE 

At this point it is useful to make a small digression 
concerning the function cp(s; cos 8)14 where 

cp(s; cos 8) == cp(s - 2q2[1 - cos 8]) 

== cp(s, t) == cp(s, t, u) 1.+I+,..4m" (4.4) 

For physical reasons l
\ cp(s, t, u) is assumed to be 

invariant under all permutations of the variables 
s, t, and u; we refer to this property of the scattering 
amplitude as crossing symmetry. 

The function cp(s, t, u) is to be considered as a 
holomorphic function of the three complex variables 
s, t, u in the cut domain 

where 

b!61 - {(s, t, u) I s ~ 4m2
; (t, u) E e(2)}, 

b~61 - {(s, t, u) I t ~ 4m2
; (s, u) E e(2)}, (5.1) 

b!61 - {(s, t,u) lu ~ 4m2
; (t,s) E e<2l}. 

(We note that the superscripts in square brackets 
on the bl~l refer to the real dimensionality in contrast 
to the ordinary bracketed superscripts on the e (3) 

which refers to the complex dimensionality.) We 
assume further at least for the moment that on the 
"cuts" bl~l the function cp(s, t, u) has singularities 
lying on "isolated" analytic sets, which may cor­
respond to polar-type or branch-type singularities 
contained in sets of the form 

14 See, for example: G. F. Chew, S-Matrix Theory of Strong 
Interactions (W. A. Benjamin, Inc., New York, 1961), p. 9. 

al41 = {( t ) I (t, u) E e(2)}, I •• - s,' u s = al •• ; 

a~:! == {(s, t,u) I t = a2 .• ; (s,u) E e(2)}, (5.2) 

a!:! == {(s, t, u) I u = aa .• ; (t, s) E e(2)}, 

(II = 1, 2, ... ). 

This is to be expected, since with the exception of 
the boundary of a holomorphic domain (a natural 
boundary for at least one function in the family of 
holomorphic functions defined in that domain) the 
singularities of a holomorphic function lie on analytic 
sets.15 This is to say, the only analytic sets contained 
in the "cuts" must be of complex dimension ::; 2 
and hence are contained in the a~:!. 

The restriction of the space on which cp(s, t, u) 
is defined, to the analytic plane 

p(2) == {(s, t, u) Is + t + u = 4m2
}, (5.3) 

introduces restricted sets as the new singular sets. 
However, these new sets may be represented as 
the intersection of analytic sets and hence are of 
complex dimensions ::; 2. We conclude from this 
that the only singularities of 

cp(s, t) == cp(s, t, u) 1.+I+u-4m' 

are contained in analytic sets which are isolated 
from one another. This result will be of importance 
in what follows. 

6. CRITERIA FOR SINGULARITIES OF THE 
SCATTERING AMPLITUDE ON THE SECOND 

SHEET OF THE SQUARE-ROOT RAMIFI­
CATION AT s = 4m2 (SEE REF. 16) 

Before proceeding we should like to mention that 
our basic attack on the problem of determining the 
singularities of CP2(S; x) from information concerning 
the singularities of cp(s; x) will be as follows. We 
shall suppose that the singularities of cp(s; x) and 
CP2(S; x) are contained in the sets ~ and ~2' respec­
tively. Then using the results of the previous section 
we shall determine the possible singularities of the 
right-hand side of (4.2). These must be contained in 
the set ~ U ~2' because of the equality of the func­
tion cp(s; x) - CP2(S; x) and the right-hand side of 
(4.2). We realize immediately by considering the 
coefficient of the integral that (s = 0, 4m2

) X e (J) 

will be a ramification set with square-root behavior 
in the s variable. 

We now return to our consideration of the sin-

16 H. Behnke and H. Grauert, "Analysis of Non-Compact 
Complex Spaces" in Analytic Functions (Princeton Univer­
sity Press, Princeton, New Jersey, 1960), p. 11. 

16 An alternative discussion of the singularities of the 
scattering amplitude on the second sheet of the square-root 
ramification at 8 = 4m2 is given in the Appendix. 
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gularities of the integral of (4.2). We wish to obtain 
first a representation for the singularity manifold 
of the integrand, and we note it should take into 
account the singularities of the kernel, and the 
two holomorphic function cp(s; x) and CP2(S; x). The 
kernel clearly is singular whenever 1 - x~ - x~ -
X2 + 2XIX2X = 0; let us assume that the function 
cp(s; x) may only be singular on the set 

@) == U {(x, s) I X2 = [1 + 2(3,/(s - 4m2)]2; 
,El 

(3, ~ 4m2
; s E C(o}, 

where I == {I, 2, 3, ... } and let us explore this 
conjecture. The reader is directed to Chew's bookl7 

for the motivation in choosing @) as the singularity 
set of cpo Since no candidates for singularities can 
arise from applying the Hadamard condition to pairs 

we may consider each of these terms separately 
when computing the possible singular sets of the 
integral and then take the topological sum. If the 
situation should require it we can introduce the 
possibility of a natural boundary by considering 
a sequence of functions {cp(,) (s; x)} each singular 
at a denumerable set 

s. == U {(s, x) I x = 1 + 2(3~ .• i(s - 4m2
); 

#EI~ 

(3~ .• ~ 4m2
; s E C(O} 

and such that the set of points (3~ .• becomes dense 
on the half-line (3 ~ 4m2 as " -7 co. In this way it 
is possible to apply our previous results to each 
individual function cp(.) (s; x) in the sequence, and 
thereby extend these results to function singular 
on analytic hypersurfacesl8

• 

Following theorems of I, and letting x~ - [1 + 
2(3j(s - 4m2 ») == A, we determine the sets 

where G2 (s; Xl) = 0 is a representation of the 
singularities of CP2(S; Xl), 

17 G. F. Chew,!' p. 3; following Chew's remarks we may 
expect (3, = (2111n )2. 

18 S. Bergman, J. Anal. Math. 11, 249 (1963). 

D~2)((3~) == {(x; Xl, X2) I A[ ~~: (s; Xl) 

X (1 - x~ - x~ + 2X1X2X) 

+ 2G2(s; Xl)(X2X - Xl)] = o}; (6.2) 

D~2) ((3~) == {(x; Xl, X2) I G2(s; x I )[X2(1 - x~ - X; 

- X2 + 2X1X2X) + A(xlx - x2)] = O}. (6.3) 

According to theorems of the paper I by the present 
authors, the possible singularities of the integral (4.2) 
for the singularity of cp corresponding to (3~ lie on 
the set D~2) «(3~) n D~2) «(3~) n D~2) «(3~). 

There are many ways in which the three equations 
determining these sets can be satisfied, but not all 
solutions lead to singUlarities. The following is a 
list of solutions: 

G2(s; X2) = A = (1 - x~ - x; - x2 + 2XIX2X) = 0; 
(6Aa) 

G2(s; XI) = A = 0, 

II - x~ - x; - x' + 2X1X2X ~ 0; 

A ~ 0; 

(1 - x~ - x; - X2 + 2X1X2X) = A = 0, 

G2 (s; x) ~ 0; 

(1 - x~ - x; - x2 + 2XIX2X) = (x2x - XI) 

(6Ah) 

(6Ac) 

(6 Ad) 

= (XIX - X2) = 0, G2(s, XI) ~ 0, A ~ 0; (6Ae) 

G2(s; Xl) ~ 0; 

G2(s;x) = aG2 (S;Xl)/aXI = 0; 

(6.4f) 

(1 - X~ - x; - X2 + 2XIX2X) ~ 0, A ~ O. (6Ag) 

Equations (6Ae) yield as possible singularities X = 
±1; however, we have already found that CP2(S; x) 
is analytic in a complex neighborhood of (-1, + 1) 
for sEE. Equations (6.4b, c, d) do not lead to 
singularities at all, and (6.4g) is independent of x. 
We note also that the points sEE do not satisfy 
these equations. In particular some points on the 
set {s S; 01 satisfy (6.4f). In addition as noted 
earlier there may exist isolated singularities in the 
s plane, independent of the X variable. 

7. THE SINGULARITIES OF THE SCATTERING 
AMPLITUDE ON THE SECOND SHEET 

Equation (6.4a) is the most interesting contributor 
to possible singularities, and we examine it in detail. 
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First we note that a singularity of the right-hand 
side of (4.2) must also be a singularity of the left­
hand side, which in turn must be a singularity of 
cf>(s; x) or cf>2(S; x) or both. 

We assume at first that the singularities of cf>2(S; x) 
may be represented as a finite union of analytic 
sets 

{(S, x) I g [x - g,,(s)] = o}, 
and we use the criteria of (6.4a) to determine the 
possible singularities of the integral (4.2). We con­
clude if x = gk(S), k fixed (1 :::::: k :::::: N) is a sin­
gularity of cf>2(S; x) then 

x = Ms) = ±{ (1 + s ~!34m2)gk(S) 

± ([g~(s) - l]L ~!34m2 + (s _4~m2?JY} (7.1) 

may also be a singularity of cf>2(S; x). Let us assume 
first that just one of the roots designated by Ms) 
is identical to a certain gn(s), say g;(s). In this case 
we see that this term in the singularity representa­
tion appears on both sides of expression (4.2). More 
precisely, if e and e2 are representations for the 
singularity manifolds of cf>(s; x) and cf>2(S; x), re­
spectively, and 

ea = {l - x 2 
- xi - x~ + 2XX1X2 = o} n en e 2 , 

then the only possible singularities of cf>2(S; x) [as 
given by the representation (4.2) and (6Aa)] must 
lie in the set (10 U e 2 ) n @3a. Under the above 
assumptions we must conclude that the only pos­
sible singularity is given by x = g;(s). However, 
if we proceed with this new assumption, namely 
x = g;(s) is the only singularity of cf>2(S; x) we find 
that (e n e 2) n ea = cf>, i.e., there are no sin­
gularities of this sort arising from Eq. (6.4a). This 
follows since all the singularities of cf>2(S; x) must 
be contained in the union of all intersections de­
fined by {(s, x)lx - g,,(s) = x - fm(s) = o} (1 :::::: n, 
m :::::: N). Each such intersection is itself a union 
of isolated points {(sp, xp)} (p = 1, 2, 3, ... ). 
Since the singularities of a function of two com­
plex variables are not isolated points (they are con­
tained on analytic sets) we conclude that these 
points are not singularities. This argument may 
now be extended to the case where several of the 
g,,(s) correspond to fm(s) terms, by eliminating one­
by-one terms which do not lie in both @3a n (e u e2), 
and then by recomputing ea using the new 102 , i.e., 
102 minus those terms which did not appear in 
@3a n (e u 102). We can repeat this process until 

no terms exist on either side. We conclude that 
if we assume the singularities of cf>2(S; x) lie on a 
finite sum of analytic sets, then there are no possible 
singularities of cf>2(S; x) which arise from the Hadamard 
argument, i.e., (6.4a). 

However, we can show that cf>2(S; x) is singular 
on the analytic set 

gJ = {(s; x) I x = ±gl(S) 

= ±[1 + 8m2j(s - 4m2
)], sEem} (7.2) 

corresponding to the points t = 4m2 (s arbitrary); 
hence, it follows from what has been shown above 
that, under the assumption that the singularities 
of cf>2(S; x) lie on a union of analytic sets, cf>2(S; x) 
must be singular on a union of infinitely many 
analytic sets. We will investigate the singularities 
of the integral (4.2) arising from the criteria (6Aa), 
assuming that the singularities of cf>2(S; x) can be 
represented as a union of denumerably many ana­
lytic sets 

{(s; x) I g [x - g .. (s)]e-P.(B;X) = o}, 
where the function p .. (s; x) are polynomials which 
are introduced to ensure the convergence of the 
infinite product. 

First we note that cf>(s; x) is singular on the ana­
lytic set gJ given by (7.2). We have remarked above 
that s = 4m2 is a square-root ramification, and it fol­
lows from the crossing symmetry of cf>(s, t)[ = cf>(t, s)] 
that t = 4m2 -or equivalently, the set gJ- is also a 
square-root ramification [unless, of course, cf>(s; x) =0, 
which we assume is not the case]. Now either 
cf>2(S; x) is singular on gJ, canceling the singularity of 
cf>(s; x), or the integral (4.2) is singular on gJ. In 
either case cf>2(S; x) must be singular, for if the 
integral (4.2) is singular on the set gJ, then this 
singularity must arise under the criteria (6.4a) from 
a singularity of cf>2(S; x) on some other analytic set 
{(s; x) I x = g(s), sEem}. However, the existence 
of such a singularity will be seen to be inconsistent 
with the known analytic properties of cf>2(S; x); in 
particular, a solution cf>2(S; x) of (2.5) will be shown to 
be holomorphic at points satisfying x = g(s). 

To this end let us suppose at first that cf>2(S; x) 
is singular on the set determined by x = g(s), and 
as a consequence the integral (4.2) is singular on 
the set gJ; then g(s) must satisfy 

±(1 + s ~~2m2) = (1 + s !!34m2)g(s) 

± {[l(s) - 1] L ~!34m2 + (s _4~m? JY, (7.3) 
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where 1 + 2{3,./(s - 4m2) is a singularity of cp(s; x). 
It follows that g(s) is given by 

( 8m2)( 2{3~) ±g(s) = 1 + s _ 4m2 1 + s _ 4m2 

(7.4) 

We assume for the moment that the + sign holds 
on the right-hand side of (7.4). Since (3~ ;::: 4m2

, 

we have, for s > 4m2
, 

2{3~ 8m2 

g(s) > 1 + 4 2:?: 1 + 4 2 > 1. s- m s- m 

Since g(s) > 1 we can rule out the plus sign on the 
right-hand side of (7.3). Alternatively, if the minus 
sign on the right of (7.4) holds we conclude from 
(7.3) that 

1 + 2{3~/(s - 4m2) :?: 2l(s) - 1. 

But this is not consistent with the inequality 

2l(s) - 1 :?: g(s) , g(s) > 1 + 2{3J(s - 4m2) 

and we conclude that the minus sign on the right­
hand side of (7.3) does not hold. Since neither the 
plus nor the minus sign in (7.3) is consistent with 
a plus sign on the right in (7.4) we must have a 
minus sign on the right in (7.4), if there is to be a 
singularity of the form x = g(s). 

We remark furthermore that {3~ must be strictly 
greater than 4m2 if the minus sign on the right in 
(7.4) is to hold since (3p = 4m2 gives g(s) = ±1, 
which is inconsistent with the analyticity of the 
solution CP2(S· x) of (2.5) in a complex neighborhood , 2 16 2 of I = [-1, +1]. Actually, for 4m ::; s < m, 
the solution CP2(S; x) of (2.5) is not singular in the 
interval 0 < x < 1 + 8m2/(s - 4m2) as an inspec­
tion of theintegrand in (2.4) shows. This excludes 
the possibility that CP2(S; x) is singular on x = g(s) 
since we can show that 1 <g(s) < 1 + 8m2/(s - 4m2

) 

for s > 4m2 and sufficiently near 4m2. For s > 4m2, 
g(s) > 1 follows immediately from (7.4) (with minus 
sign) and 

1 + 2{3p/(S - 4m2) > 1 + 8m2/(s - 4m2) > 1. 

By straightforward computation using (7.4) (with 
minus sign) the inequality g(s) < 1 + 8m2/ (s - 4m2) 
is found to be equivalent to the inequality 2[1 + 
8m2/(s - 4m2)]2 - 1 :?: 1 + 2{3~/(s - 4m2). This 
inequality is, for s > 4m\ equivalent to 

64m2/(s - 4m2) :?: ({3p - 16m2), 

which for any fixed (3p, is satisfied for s - 4m2 

sufficiently small. Therefore, CP2(S; x) cannot be sin­
gular on x = g(s) for any choice of signs in (7.4). 

To summarize, we recall that cp(s; x) was known 
to be singular on 61. Furthermore, it then followed 
that CP2(S; x) had to be singular on either 61 or on 
{x = g(s)} or on both. We have just shown by direct 
computation that CP2(S; x) cannot be singular on 
{x = g(s)}; hence, it follows that CP2(S; x) must be 
singular on 61. 

We shall next consider the possibility of an infinite 
union of analytic sets, since in this case the arguments 
used for a finite union break down. Let us denote a 
singularity of CP2(S; x) by x = gk(S) (k a positive 
integer); then it follows from (6.4a) that 

x = gk+1(s) == ±{ (1 + s ~(34m2)gk(S) 

± ([gZ(s) - 1][s ~{34m2 + (s !~m2)2Jr} (7.5) 

may also be a singularity of CP2(S; x); in this way, 
starting from the singularity of CP2(S; x) on x = 
±gl(S) = ±[1 + 8m2/(s - 4m2)] we find by induc­
tion a sequence of possible singularities x = ±gl(S), 
x = ±g2(S), ... , x = ±gn(s), ... of CP2(S; x). We 
remark that these are the only singularities con­
sistent with the criteria (6.4a). Moreover, in the 
case (3p = 4m2, we can show that CP2(S; x) is sin­
gular on each of the sets of the sequence. 

Let us assume that, although x = ±gk(S), k > 1, 
is a possible singularity of CP2(S; x), CP2(S; x) is actually 
holomorphic on this set. From this assumption and 
(6.4a), it follows that CP2(S; x) is holomorphic on 
x = ±gk+l(S) since the integral (4.2) [hence CP2(S; x)] 
is singular on x = ±gk+l(S) only if CP2(S; x) is sin­
gular on x = ±gk(S). Starting from the nonexistence 
of a singularity on x = gk+l(S), we find that CP2(S; x) 
cannot be singular on x = ±gk+2(S); it follows 
that the possible singularities of CP2(S; x) are contained 
in the sets determined by x = ±gl(S) = ±[1 + 
8m2 /(s - 4m2)], x = g2(S), ... , x = gk-l(S). But 
this is not possible since it has already been shown 
that CP2(S; x) may not be singular on a union of 
finitely many analytic sets of this type. In particular 
it would follow that CP2(S; x) is not singular on 
x = ±gl(S) = ±[1 + 8m'/(s - 4m2)]. Since we 
know that CP2(S; x) is singular on the set determined 
byx = ±gl(S) = ±1 + 8m2/s - 4m2) (ifcp(s;x) ¢ 0) 
we have reached a contradiction. 

It follows that CP2(S; x) is singular on each of the 
sets determined by x= ±gl(S) =±[1+8m2/(s-4m

2
)], 

x = ±g2(S), ... , x = ±gn(s), ... where gk+l(S) is 
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obtained from gk(S) using (7 .. 5). These singularities 
are well known as the Landau singularities19

•
2o of 

the Feynman graphs of canonical field theory. It 
is at first surprising that we can prove that ¢2(S; x) 
is actually singular on the Landau singularities since 
the theorems on which the arguments are based 
give necessary (but not sufficient) conditions for the 
existence of a singularity. The sufficiency arises 
from the occurrence of ¢2(S; x) on both sides of (4.2). 

8. THE NECESSITY OF A NATURAL BOUNDARY 
ON THE SECOND SHEET 

Freund and Karplus7 have shown that the points 
on the set.2 = !(s; x) 1 S :::; 0; x E C(l)) may con­
situtute a natural boundary of ¢2(S; x) and, therefore, 
of ¢(s; x) on the second sheet of the square-root 
ramification at s = 4m2

• Their conjecture is based 
on the observation that in every neighborhood of a 
point (s; x) E .2 there is a point (s'; x'), and a 
positive integer k, such that x' = ±gk(S'); each 
point of .2 is an accumulation point of points on the 
Landau singularities, hence .2 may be a natural 
boundary of ¢2(S; x). Since we have shown that 
¢2(S; x) must be singular on each of the Landau 
singularities, it follows that each point of .2 is an 
accumulation point of singularities of ¢2(S; x) and is, 
therefore, a singular point of ¢2(S; x). We conclude 
that the set .2 constitutes a natural boundary of 
¢2(S; x), if ¢2(S; x) ¢ O. 

APPENDIX 

In the main body of the paper we treated the 
[standard form (3.6) of] the elastic unitarity integral, 
using Theorem 5 of the paper I by the present 
authors, and found, for the locations of the possible 
singularities of the integral, the criteria (3.4). In 
this appendix we illustrate Theorem 4 of that paper 
(the "Hadamard approach") by applying it to the 
alternative form of (3.7) of the elastic unitarity 
integral. 

i ( 4 2)! 1+1 12"-¢(s;x) - ¢ls;x) = 16 s -s m -1 dXl 0 dp 

X \{f(s; x, Xl, P)¢2(S; Xl), (AI) 

where \{f(s; x, Xl, p) = ¢(s; X Xl + [1 - x2]![1 -
x~]t cos p), and determining criteria for the loca­
tion of singularities. 

We suppose that ¢(s; x) and ¢2(S; x) satisfy all 
assumptions made in the main part of the paper; 

19 D. Landau, Ref. 6. 
20 W. Zimmermann" using other methods has shown that 

(except for the isolated singularities which are x independent) 
the Landau singularities are the only possible singularities of 
<1>2(8; x) consistent with the assumption we have made. 

in particular, ¢2(S; x) is taken to be singular on a 
union (of denumerably many) analytic sets. In ac­
cordance with Theorem 4 we denote the singularity 
set of ¢2(S; x) by 

@5:~~ = I(s; x, Xl, p) 1 G2 (s; xJ = 0; (x, p) E C(2) ), 

while the singularity set of \{f(s; x, Xl, p) is denoted by 

@5~~~ = !(s; x, Xl' p) 1 (x Xl + [(1 - x
2

) 

X (1 - x~)]! cos p)2 - [1 + 2{3"/(s - 4m2W = 0). 

We also introduce the set 

.pi~; = !(s; x, Xl, p) 1 [aG2 (s; Xl)/aX l] 

X (XXI + [(1 - x2)(1 - xi)]! cos p) 

X [(1 - x 2)(1 - x~)]t sin p = 0) 

described in Theorem 4. 
It follows from Theorem 4, that (for each (3~) the 

possible singularities of the integral (A.I) are in­
cluded in the set @3i~~ (\ @5~~~ (\ @3i~;. A point (s; x) E 
C (2) is contained in this intersection if it belongs to 
one of the sets determined by the following equa­
tions: 

sin p = 0, cos p = ±I; G2 (s; Xl) 

= (x Xl ± [(1 - x2)(1 - Xi)]!)2 

- [1 + 2{3"/(s - 4m2W = 0 , (A2a) 

- [1 + 2{3j(s - 4m2)]2 = 0, (A2c) 

X Xl + [(1 - x2)(1 - x;)]! cos p = G2 (s; Xl) 

= 1 + 2{3j(s - 4m2) = 0, (A2d) 

aG2(s; X1)/aX I = G2(s; Xl) = (X Xl + [(1 - x2
) 

X (1 - xi)]! cos p)2 - [1 + 2{3~/(s - 4m2)]2 = O. 
(A2e) 

We remark that (A.2a) and (6.4a) determine the 
same set; it follows that Sec. 7 holds without change 
for the elastic unitarity condition in the form (A.I). 
No singularities are contributed by (A.2b) since 
we have found in connection with (3.5) that ¢2(S; x) 
is holomorphic at x = ±I; similarly (A2c) con­
tributes no singularities. Condition (A2d) contributes 
points satisfying s = 4m2 

- 2{3~ < 0, x arbitrary, 
while (A2e) relates to the possible singularities of 
¢2(S; x) which depend on the s variable alone. 
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Crossing Symmetric Regge Representation for the Invariant Scattering Amplitude* 
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A crossing symmetric Regge representation for the invariant scattering amplitude is constructed 
which simultaneously exhibits all Regge poles in the three channels. It is assumed that the amplitude 
satisfies the Mandelstam representation, and that the usual Mandelstam-8ommerfeld-Watson 
transform exists. To achieve explicit crossing symmetry it is found necessary to work with the 
Legendre function of the second kind. Except for neglecting the influence of possible angular momen­
tum cuts, the representation is exact for all s, t, and u, with no restriction on the location of the 
Regge poles. As an illustration of how it might be used in practice, the Chew-Jones formula for the 
amplitude of definite signature is derived in the strip approximation. 

1. INTRODUCTION 

I N this paper we construct a crossing symmetric 
Regge representation for the invariant scattering 

amplitude with the assumption that A (s, t, u) satis­
fies the Mandelstam representation, and that the 
amplitudes of definite signature have an "ordinary" 
Mandelstam-Sommerfeld-Watson (MSW) represen­
tation (see Sec. 2). Furthermore, for our approach to 
make sense, we must require that the Regge poles 
recede into the left half angular momentum plane 
above a certain energy. The final expression for the 
amplitude will be exact to the extent that we have 
neglected any angular momentum cuts, if they exist l

; 

such neglect is often justified. Concerning the 
Gribov-Pomeranchuk singularities,2 we shall assume 
that they are absent on the angular momentum sheet 
of interest, and thus will not contribute directly to 
the asymptotic behavior. For certain cases Mandel­
stam has shown this to be true. l 

Khuri3
•
4 has proposed a crossing symmetric Regge 

representation using power series expansions in s, t, 
and u. As a consequence of this technique, the 
"Regge terms" in his expression contain poles which 
have no physical meaning; Chew and Jones,5 on the 
other hand, choose to work with the Legendre func­
tion of the first kind; their expression, however, is 
strictly correct only if none of the trajectories lies 
in the left half angular momentum plane. In this 
paper we propose to construct a representation for 
the amplitude with neither one of the just-mentioned 
drawbacks; in return we must assume that A ± (s, t) 

* This work was done under the auspices of the U. S. 
Atomic Energy Commission. 

1 S. Mandelstam, Nuovo Cimento 30, 1127, 1148 (1963). 
2 V. N. Gribov and 1. Ya. Pomeranchuk, Proc. Intern. 

Conf. High Energy Phys. CERN, 1962, p. 522. 
3 N. N. Khuri, Phys. Rev. 132,914 (1963). 
, R. J. Eden has constructed a modified representation by 

using Legendre transforms; see Phys. Rev. 132, 912 (1963). 
i G. F. Chew and C. E. Jones, Phys. Rev. 135, B208 

(1964). 

has a MSW representation. Rather than working 
with Pl(z), we choose to work with the Legendre 
function of the second kind, QI(Z), since Pl(z) has 
the undesirable property of diverging for Re l < - 1, 
as Izi -7 (Xl. 

Since the MSW transform plays a dominant role 
in our calculation, we shall devote the following 
section to its brief examination. In Sec. 3 we then 
discuss the analytic continuation of the "Regge 
term" to arbitrary complex values of its argument, 
and in Sec. 4 we finally construct the crossing sym­
metric Regge representation. We conclude with Sec. 
5, where we use the representation to extend the 
Chew-Jones form of the new strip approximation5 

to include trajectories lying in the left half angular 
momentum plane; in particular we shall recover 
their expression if we limit ourselves to those poles 
lying in the right half angular momentum plane. 

2. THE MANDELSTAM-SOMMERFELD-WATSON 
(MSW) TRANSFORM 

It is well known that the presence of exchange 
forces requires us to work with the amplitudes of 
definite signature; it is these amplitudes, A ±(s, t), 
which (we assume) have a MSW representation6

•
7

: 

A ±(s, t) = _i 1-LH

'" dl(2l + l)a±(l, s) Q-l-l( -z.) 
2 -L-im 1J' cos 1J'l 

+ L (3.(s) Q-aj(.l-l(-Z.) + B±(s t) 
R. aj>-L I cos 1J'a;(s) , , 

(2.1) 

where the summation extends only over trajectories 
of a given (±) signature. Throughout this paper the 
subscript j will label a Regge trajectory of definite 
signature, and we shall suppress any (±) super-

6 See, for example, E. J. Squires, Complex Angular M o­
menta and Particle Physics (W. A. Benjamin, Inc., New York, 
1963), p. 10. 

7 To simplify the discussion we shall take all external 
masses to be equal; furthermore we will ignore spin compli­
cations. 
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script on Ct!;(s) and (3;(s) if what is meant is clear 
from the context in which the expression appears. 
Here z. is defined in terms of sand t as follows: 

z. = 1 + t/2q!, 

s = 4(q! + m2
), 

and a±(l, s) is given by the Froissart-Gribov for­
mula,S 

'" 1 1"" dt' ( t' ) a (l, s) = - 22 Qz 1 + -2 2 
1r 10 q. q. 

x [A,(s, t') ± A,,(s, u')], (2.2) 

for all l for which the integral converges, and is 
determined otherwise by analytic continuation; 
AI(s, t) and A,,(s, u) are the absorptive parts of 
A(s, t, u) in the t and u channels, respectively, with 
s, t, and u related by the equation s + t + u = 
L:. m~, where mi are the external particle masses; 
u (or t) is obtained from u (or t) by making the sub­
stitution z. ~ -z.; thus for the equal-mass case, 
u = t and t = u. The quantities a;(s) and (3;(s) ap­
pearing in (2.1) are the jth Regge pole of (±) signa­
ture, and the residue of (2l + l)a±(l, s) at the jth 
Regge pole, respectively. The last term in (2.1) is 
defined as follows: 

B"'(s, t) = .! £, (-I)Z2l 
1r Z-l 

x [a"'(l - !, s) - a"'( -l - !, s)]Qz-t( -z.) 

+.! ± (-IY2la"'(l - !, s)Qz-!(-z.), 
1r Z=N+1 

-N - ! < L < -N - !. (2.3) 

Let us consider formula (2.1); we notice that the 
second term seems to have poles at the half integers 
of a(s); such singularities must, of course, be absent 
in the full amplitude. If, however, we assume that 
the Mandelstam reflection symmetry holds [i.e., that 
a±( -l - !, s) = a±(l - !, s) for l integral], then one 
may readily verify, by letting L ~ co (thus extending 
the domain of analyticity in s of the second term in 
2.1), that these poles will cancel pairwise in the sum, 
so that the sum itself has no such spurious singulari­
ties. The symmetry is known to hold for a large class 
of potential problems. In order to avoid these poles 
we shall assume henceforth that the partial-wave 
amplitudes satisfy the Mandelstam reflection sym­
metry; it then follows also that A(s, t) is always 
dominated at large t by Regge poles. One final re­
mark should be added here: it is essential that the 

8 See Ref. 6, p. 46. 

second term in (2.1), hereafter referred to as the 
"Regge term," be an analytic function of sand t; 
this means that we must choose L sufficiently large 
so that all Regge trajectories will lie to the right of 
the integration contour; in particular we shall take 
L to be infinite. 

3. ANALYTIC CONTINUATION OF THE 
"REGGE TERM" 

Expression (2.1), with Q-eJ<-l( -z.) defined on the 
conventional sheet cut from z. = -1 to + 1, and 
from z. = + co to +1, does not equal A ±(s, t) for 
all sand t, as can be seen by comparing their re­
spective analytic structures. In fact, it follows from 
the definition of A ± (s, t), 

A ±(s, t) =.! 1"" dt' A/s, t') ± .! 1"" du' A~(s, u') , 
1r '0 t - t 1r .. o U - u 

(3.1) 

and from the dispersion relations for the absorptive 
parts A,(s, t) and A .. (s, u), 

A,(s, t) = .!f"" ds' P./s', t) 
1r.. S - S 

+ .! 1"" d ' p,u(t, u') 
1r uo u u' - (~ - s - t) , 

(3.2) 

A .. (s, u) = .! f"" ds' P.~(s', u) 
1r.o s-s 

+ .! 1"" dt' p,u(t', u) 
1r " t' - (~ - s - u) , 

that A ± (s, t) is an analytic function of sand t with 
the s plane cut from threshold to + co and from 
~ - Uo - to to - co, and with the t plane cut from to to 
infinity along the positive axis. As usual, So, to, and 
Uo are the lowest thresholds in the s, t and u channels, 
respectively, and ~ = s + t + u = 4m2

• The 
analytic structure of a±(l, s), which enters into the 
background integral, may be obtained from the 
Froissart-Gribov definition, Eq. (2.2). Writing 
b±(l, s) = a±(l, s)/(q;)Z, we find that b±(l, s) is an 
analytic function of s except for a right-hand .cut 
starting at So, and two left-hand cuts extending to 
- co from So - to and from ~ - to - Uo, respectively. 
It should be noticed that (q!)-zQz(1 + t/2q;) has no 
discontinuity for -t/4 < q; < O. 

Next we consider the "Regge term" of the MSW 
transform: 

R;(s, t) = 'Y;(s)(q;)a/c.) 

X Q-a/c.l-1(-I- t/2q;)/cos1ra;(s). (3.3) 

Here we have written (3;(s) = 'Y;(s)(q!)a;c.), where 
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'Yi(S) is the residue of (2l + l)b~(l, s) at 1 = ll!;(s); (J 

is the signature of the trajectory ll!;(S).9 Equation 
(3.3) has the desired threshold cut in s plus a number 
of other cuts arising from the argument of the Leg­
endre function and the factor (q;)"; comparing the 
right- and left-hand sides of (2.1), we conclude that 
the latter cuts must be absent in the full amplitude. 
For s physical (i.e., s > so), we notice that the cuts 
in t of R;(s, t) are consistent with those of A ±(s. t): 
a right-hand cut beginning at t = 0, and a finite left­
hand cut extending from t = 0 to t = -4q;; both 
cuts are seen to move with s. Since the Legendre 
function contains the entire t dependence, and since 
'Y;(s) and ll!;(s) are assumed to have only the right­
hand threshold cut, we conclude from the foregoing 
analysis that the desired continuation of R;(s, t) 
must leave the right-hand sand t cuts fixed. Con­
sider the expression 

(q;)"Q-"-I( -1 - 2~;) 
sin 1I"ll! 1"" dt' 2 " ( t' ) 

= --11"- 0 t' - t (q.) Q-"-1 1 + 2q! 

+ ~ i:1 

z' _ (ld~ t/2q;) (q;)"P -a-l( -z'), 

Re ll! < 0; (3.4) 

for Re ll! ~ 0 it is defined by analytic continuation. 
Except for cuts, the rhs defines an analytic function 
of sand t. Now for s physical, Q-a-l( -z.) = 
Q-a-l( -z.), since for s > so, (3.4) becomes the dis­
persion relation for the conventional Legendre func­
tion of the second kind, [for convenience we have 
multiplied both sides of the equation by the threshold 
factor (q;) a]. It is clear that (3.4) is the desired con­
tinuation; its analytic structure in the t plane needs 
no comment. Concerning the cuts in s, we notice 
that the first integral on the rhs has a cut extending 
along the negative q; axis. The discontinuity across 
this cut is given by 

1"" dt' 2 a ( t' ) 
A. 0 t' _ t (q.) Q-a-l 1 + 2q; 

• 2 " 1-40
.' dt' ( t' ) 

-'/,1I"(-q.) 0 t'-t P-"-1 -1- 2q!, 

- CO < q; < o. (3.5) 

Examination of the second integral, however, shows 
that it has a similar cut whose discontinuity is the 

9 Notice that the cut in q.2 of the function (q.2),,(.) is not 
arbitrary, but is fixed by the choice of sheet for the Legendre 
function. 

negative of (3.5) [this is easily verified by using the 
relation 

(q; + ie)" - (q; - ie)" = 2i(-q;)" sin 1I"ll!]. 

In conclusion, we therefore find that (3.4) defines an 
analytic function of sand t, with the t plane cut from 
-4q; to t = 0, and from t = 0 to + co, and with the 
q; plane cut from q; = 0 to + co and from q; = - t/4 
to infinity in a radial direction. For future reference 
we state the formula for the analytically continued 
"Regge term": 

tan 1I"ll!; 1"" dt' (t' ) 
Ri(s, t) = -(3;(s) -11"- 0 t' _ t Q-a;-1 1 + 2q; 

1 1+1 
dz' + (3;(s) 2 . '_(1+t/2 2)P-,,;-I(-z'), cos 1I"ll!, -1 Z q. 

ll!; == ll!;(s). (3.6) 

4. A CROSSING SYMMETRIC REGGE 
REPRESENTATION 

Let us define the following set of variables: 

z. = 1 + t/2q; = -1 - u/2q;, (4.1a) 

z, = 1 + s/2q~ = -1 - u/2q~, (4.1b) 

Zu = 1 + s/2q! = -1 - t/2q~; (4.1c) 

x = 4(q; + m2
), (4.1d) 

where x = s, t, or U; in the physical regions of the 
s, t, and u reactions, z., z" and z" are the cosines of 
the respective c.m. (center of mass) scattering angles, 
and s, t, and u are the squares of the respective c.m. 
energies. We now write down three alternative ex­
pressions for the amplitude A(s, t, u) expressed in 
terms of the three possible pairs of independent 
variables: (s, z.), (t, z,), and (u, z .. ); in fact, these 
expressions are the usual one-dimensional dispersion 
relations for A(s, t, u), with s, t, and u held fixed in 
turn: 

A(s, z.) = .! f"" dt' ,A,(s, t') 
11" '. t - t(s, z.) 

+ .! 1"" du' ,A .. (s, u') 
11" u. u - u(s, z.) 

= ! L: [A~(s, z.) + ~.A~(s, -z.)], (4.2a) 

A(t, z,) = .! 1"" ds' ,A.(s', t) 
11".. S - set, z,) 

+ .! 1"" du' ,Au(t, u') 
11" u. u - u(t, z,) 

= ! L: [A ~(t, z,) + ~~A ~(t, -z,)], (4.2b) 
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A(u,z,,) = ! foo ds' , A.Cs', u) 
11" ao S - s(u, z,.) 

+!fOOdt' ,A,Ct',u) 
11" '0 t - t(u, z,,) 

= ! L [Ax(u, z,,) + hAX(u, -z,,)]. (4.2c) 
x 

Here u, 1/, and A equal (±) depending on the signa­
ture, and ~± = ± 1. The expression below each of 
the dispersion relations is readily obtained from the 
definition of A ± (x, zz); we construct A ± (x, zx) by 
attaching a (±) sign to the second integral in the 
dispersion relation for A (x, zx), and by substituting 
-Zx for Zx in the integrand. Thus, for example, 
(4.2a) is seen to follow from (3.1). Let us make a 
partial-wave expansion of A ±(x, zz): 

A ±(x, zx) = L (21 + l)a±(l, x)PI(zx), x = s, t, u, 
I (4.3) 

where Zz is given in terms of s, t, and u by Eqs. 
(4.1 a-d); performing a MSW transformation on 
this series we obtain 

+ L (3;(x) Q-a/(xH( -zx) (4.4) 
; cos 1I"Q!;(x) , 

where QI(Z) is defined by (3.4), and where the sum­
mation extends only over trajectories of a given 
signature. Next we consider the Mandelstam repre­
sentation for the amplitude A (s, t, U),1O 

A(s, t, u) = A I2(S, q + A13(S, u) + A 23(t, u), (4.5) 

where a typical term-say, A I2 (S, t)-is given by 

A ( t) 1 foo foo d' dt' p,,(s', t') 
12 s, = 2S ( , _ )(' _ ). 

11" '0 to sst t 
(4.6) 

We leave it understood that the necessary subtrac­
tions have been made. Our program is to extract 
explicitly that part of the amplitude which has 
Regge-type asymptotic behavior.l1 Accordingly, we 
shall split the various integrals in (4.5) into parts 
whose domains of integration correspond to the 

10 For simplicity we shall omit throughout this paper any 
bound-state pole terms in the Mandelstam representation 
and in any other dispersion relation, for these terms do not 
contribute to the final answer. The bound states will appear 
as poles in the Legendre function of the second kind. 

II The general spirit of the calculation is that of Refs. 
3 and 5. 

various double spectral regions shown in Fig. 1. 
Thus, for example, 

1 la, f" , , Pat(S', t') 
A12(s, t) = 11"2 '0 10 ds dt (s' - s)(t' - t) 

+ 12 foo foo ds' dt' , Pat(S', ,t') 
11" a,', (s - s)(t - t) 

+ [A~;(s, t) + A:;(s, t)], (4.7) 
where 

a, 1 fa, foo , , Pat(S', t') 
A I2 (S, t) = 11"2 ao "ds dt (S' - S)(t' - t) , (4.8) 

with a similar expression for A:;(s, t); SI and tl are 
determined by the inequalit/2 

Re Q!;(x) < -!, (4.9) 

where x = s, t. Now P •• (s, t) is bounded in regions l' 
and 2' of Fig. 1; furthermore, for sand t in region 
2', P .. (s, t) vanishes faster than x-! for large x(x = s 
or t); it therefore follows that the first two integrals 
in (4.7) need no subtractions; we shall refer to them 
as "background integrals." A similar decomposition 
to (4.7) can be made for the amplitudes A I3 (S, u) 
and A23(t, u). In what follows we shall concentrate 
our attention on the contributions to A(s, t, u) 
coming from strips 1 through 6 (see Fig. 1), since 
they will lead to Regge asymptotic behavior. We 
proceed as follows: to evaluate the contributions to 
the amplitude coming from strips 1 and 2, we com­
pute the double spectral functions P •• (s, t) and 
p,,,(s, u) from expression (4.2a), where A U(s, z.) is 
given by (4.4) with x = s. Similarly, to evaluate the 
contributions from strips 3 and 4, we compute the 
double spectral functions Po,(s, t) and p,u(t, u) from 
expression (4.2b), where A "(t, z,) is given by (4.4) 
with x = t. Finally, we obtain the contribution from 
strips 5 and 6, using expression (4.2c). It should be 
noticed that either A ±(x, zx) or A ±(x, - zx) con­
tributes to the double spectral function in a given 
strip, but not both; this will become clearer in what 
follows. As an example we compute the contributions 

u UO~ / '0 " I/I/; / j. ~' 
, 5" , ,3 2', FIG. 1. The Mandelstam diagram ~~\ /~~ I s~owin~ strips 1 through 6 whi<:h 

,2L/,1.. --~ "--- :~ '0 give pse to Regg~ . asymptotic 
--u-- \';-,-- behavIOr; the remammg double 

/\ \ spectral regions contribute only to 
/<c~ ,c%.\ the background terms. 

/~~~ 
12 With this definition of Xl plus the assumption that 

(J;(x) < x-I for large X, our background terms will vanish 
faster than y-! for large y, where y stands for either variable 
of its argument. 
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to the full amplitude coming from strips 1 and 2 
of Fig. 1: 

A'(s, t, u) = A;;(s, t) + A~Hs, u). (4.10) 

The double spectral functions P,.(s, t) and P, .. (s, u) 
may be computed from expressions (4.2a) and (4.4), 
i.e., from 

A(s, z.) = --4i L j-""+'<'" dl(2l + 1) agCl, s) l 
" _""_;'" 7r cos 7r 

?O ?O 1 " flj(s) X [\f,-I-1( -z.) + ~q\f,-I-1(z.)J + -2 £oJ--
i cos 7ra; 

X [ ~-"i-l( -1 - 2~!) + ~i~-"i-1( -1 - 2~!) J, 

of (4.12) need no subtractions; we therefore group 
them with the other "background terms." Expres­
sion (4.13) is the desired candidate which exhibits 
Regge asymptotic behavior and has only the right­
hand threshold cuts in sand t. Now R'(s, t) = 
! Li Ri(s, t) where R;(s, t) is given by (3.6); for 
s > So only the first integral on the rhs of (3.6) has a 
right-hand cut in tj hence we obtain 

L RCai(S); s, t) 
i 

= - L ~ 1"" ,ds' ~,yj(s') tan 7ra;(s') 
i2na.s-s 27r 

(4.11) Next consider the expression 

where we have written z, explicitly in terms of sand 
t, and of sand u, using relation (4.1a)j Q/(z) is de­
fined by (3.4). Notice that the summation index j 
runs over all Regge trajectories, and ~j = ± 1 de­
pending on the signature of the jth trajectory. From 
(4.11) we see that Pal(S, t) gets a contribution only 
from the terms involving Q-P-l( -z,), p = l, a, 
since Q-"-l (z.) has no right-hand cut in t for s > So. 

Similarly, P, .. (s, u) gets a contribution only from the 
terms involving Q-P-l(Z.). It is sufficient to evaluate 
explicitly, say A~2(S, t); the contributions from the 
remaining strips may then be obtained in a similar 
way. The first step consists in splitting A~~(s, t) into 
the following integrals: 

A h( ) - .11" /."" , , B:.(s', t') 
12 s, t - 7r2 '0 t, ds dt (s' - s)(t' - t) 

- 121" f" ds' dt' , R:.(s'" t') 
7r •• t. (s - s)(t - t) 

- \ 1"" fa> ds' dt' ,R:,(s'"t') 
7r .. t. (s - s)(t - t) 

+ L R(aj(s); s, t), (4.12) 
i 

where 

"R( () t) 1 1'" f.'" ds' dt' R:.(s', t') 
~ ,ai's; S, = 7r2 ...0 (s' - s)(t' - t) , 

(4.13) 

and where B:,(s, t) and R:,(s, t) denote the con­
tributions to the double spectral function coming 
from the "background integral" and "Regge term" 
of (4.11), respectively. The reason for the notation 
in (4.13) will soon become apparent. If we assume 
that fl;(s) < s-l for s ~ 00, then it follows from the 
definition of SI, Eq. (4.9), that the first three integrals 

f'I tan 7ra; 
.ct(aj(s)j s, t) = -"(;(s)-z;-

J"" dt' (2)";(')Q (1 + t') X t' - t q. -"'1(,)-1 22 . 
t. q, 

(4.15) 

As we have pointed out before, the integrand of 
(4.15) has no discontinuity in s for the argument of 
the Legendre function between -1 and - 00. Hence 
(4.15) defines an analytic function in the s plane 
cut from threshold to + 00, and from So - to to - 00 • 

The discontinuity across the left-hand cut is 

+~ "(s) ( - q!)'" tan 7ra /.~4Q" dt' 

X [P-a-l(-1 - t'/2q!)/t' - t], 

with a == aj(s). Thus (4.15) is seen to be the con­
tribution of the right-hand cut in s to the dispersion 
relation at fixed t for the function R(a;(s); s, t). 
Hence we obtain 

R(a;(s); s, t) 

tan 7ra;(s) /.'" dt' (t' ) 
= -fl;(s) 27r t. t' - t Q-a/(.)-I 1 + 2q! 

_ ! 1,·-t. ~ (')(_ 2 )a/(.') tan 7rCl;(S') 
2 ,"(; sq.' 2 

_a> s - S 7r 

/.

-4
Q
'" dt' ( t' ) 

X t. t' _ t P -a/(.')-l -1 - 2q!, ' (4.16) 

where 

fli(S) = (q:) a f(')"( ;(s). 

The second term of (4.16) merely removes the left­
hand cut in s of the first integral. The full contribu­
tion to A '(s, t, u), Eq. (4.10), which exhibits Regge 
behavior, is given by 

L [R(Cl;(S); s, t) + ~iR(a;(s); s, u)]. 
; 
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We remind the reader that the first integral ap­
pearing on the rhs of (4.16) is to be taken in the 
ordinary sense if it converges and is determined 
otherwise by analytic continuation. 

The method we have used to evaluate A~~(s, t) may 
be applied, of course, to the remaining strips. Col­
lecting the various background terms, which we did 
not explicitly evaluate, we find that we can bring 
them to the form 

B (t) 1 1'" 1'" d ' d ' bot(s', t') 
12 S, = 11'2 .. 10 S t (s' - s)(t' - t) , 

using a method due to Khuri.3 Here b.,(s, t) is given 
as follows: 

1 1-1+,,,, 1-1+;'" 
b.,(s, t) = (2')2 . dp. . dl'C(l', p.)sPt", 

~ -i-'''' -1-'''' 

where C(l', p.) is defined by 

BI2 (S, t) = L C(l', p.)s"t", 

for s, t in the Mandelstam triangle. Since in practice 
C(l', p.) cannot be obtained explicitly, we shall omit 
giving its expression in terms of integrals over the 
double spectral functions, and shall limit ourselves 
to a statement of the final expression for the am­
plitudel3

: 

A( t ) - 1.1'" 1'" d ' dt' bates', t') 
s, ,u - 11'2 '0 to S (s' - s)(t' - t) 

+ \ 1'" 1'" ds' du' , b.,,(s', ;,,') 
11' '0 Vo (s - s)(u - u) 

+ \ 1'" 1'" dt' du' , btu(t', ;,,') 
11' 10 Vo (t - t)(u - u) 

+ L [R(aj(s); s, t) + ~jR(aj(s); s, u)] 
j 

+ L [R(aj(t); t, s) + ~jR(aj(t); t, u)] 
i 

+ L [R(aj(u) j u, s) + ~iR(aj(u) j u, t)]. (4.17) 
j 

Here R(aj(s); s, t) is given by (4.16), with similar 
expressions for the other five "Regge functions." 
The "background terms" vanish at least as fast as 
x-I for large x(x = s, t, or u). 

With the assumption that (3j(x) :$ x-I and that 
Re aj(x) < -t for x ~ 00, one may readily verify 
that for large t and fixed s 

A(s, t, u) ~! L [Rj(s, t) + ~jRi(S, u)] + res, t, u), 
i 

(4.18) 

18 By a;(x) we mean the jth trajectory in the channel 
where x is the square of the c.m. energy. Each one of the sum­
mations extends over all Regge trajectories in a given channel. 

where Rj(s, t) is given by (3.6) and where res, t, u)~,..., 
tN, N < -t, [a similar relation to (3.6) holds1for 
Rj(s, u)]. Furthermore, with the help of the relation 

ret + z)r(t - z)/r(z)r(1 - z) = tan 1I'Z 

one may verify that 

Rj(s, t) ~ -1I'{lj(s)P a/(o)( -1 - t/2q!)/sin 1I'aj(s) 

for large t, if Re aj(s) > -to We therefore find that 
A(s, t, u) does indeed have the Regge asymptotic 
behavior given by the usual Sommerfeld-Watson 
transform. With the assumption of the Mandelstam 
reflection symmetry, there presumably exists a fur­
ther cancellation between the background terms 
and Regge terms, so that the amplitude is always 
dominated at large t and any s by the sum in (4.18). 

5. DISCUSSION OF THE RESULTS 

Expression (4.17) is the desired representation for 
the invariant amplitude with no subtractions needed 
in the background integrals, and with all Regge poles 
displayed in an explicit crossing symmetric way. To 
the extent that we ignored the possibility of cuts in 
the angular momentum plane, it is an exact expres­
sion, valid for ans, t, and u, and with no restrictions 
on the location of the Regge poles. The three back­
ground integrals and the collection of six Regge 
terms each separately satisfies the Mandelstam 
representation; furthermore, our assumption that 
the residue flex) vanishes faster than x-i for large 
x(x = s, t, u), guarantees the usual Regge-type as­
ymptotic behavior of (4.17) in all three channel 
variables. From the practical standpoint our expres­
sion seems to suffer from a disease, for the individual 
Regge functions have poles at the half integers of 
aj(s); as we have pointed out in Sec. 1, these poles 
are absent in the sum. What this means in practice 
is that we must include the necessary Regge poles 
lying in the left half angular momentum plane to 
remove these spurious singularities. We wish to point 
out that the above difficulty may often be avoided. 
For reasons of comparison we make the following 
substitution in the first integral of (4.16): 

(q!)"'Q-a-l(1 + t/2q!) = (- q!)"'Q-a-l( -1 - t/2q!) j 

although we had found it necessary to use Q,(z) 
instead of P,(z) in order to arrive at (4.17), we now 
reintroduce P,(z) with the help of the relation 

Q-I-1(z) = -11' cot 1I'lP,(z) + Q,(z). 

A typical Regge term, say R(aj(s)j s, t), then takes 
the form 
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R(a;(s)jS, t) = ~'Y;(S)(_q!)al ~ 1~ t,d~ t 

X P aIC ,>( -1 - 2
t;=) + R'(a;(s)j s, t). (5.1) 

Except for the switch in the signs of q~ and of the 
argument of the Legendre function (which was not 
necessary, but convenient) the integral in (5.1) is 
essentially the conventional Regge term; furthermore 
we notice that this integral with to replaced by t1 
is identical to the Chew-Jones definition of the 
Regge term, Eq. (II.3) of Ref. 5.14 The quantity 
R'(a;(s); s, t), which now contains the undesirable 
half integral poles, plays the role of a background 
term as long as Re a;(s) > - t, (R' < C! for large 
t); this is often the domain of interest. Formula 
(5.1) also shows why (4.17) is valid regardless of the 
location of the Regge poles; the presence of the term 
R'(a;(s); s, t), which competes with the first integral 
for Re a;(s) ::; -t (both terms behave like t- a

-
1 

for large t), produces the necessary cancellation to 
ensure the correct asymptotic behavior for all s. 
If in a calculation one wishes to go beyond the region 
Re a;(s) > -t, then one will have to deal with the 
half integral poles. In general, these will be few. 
The explicit crossing symmetry of (4.17) allows us 
to keep an easy watch on the approximations being 
made in certain calculations. As an illustration we 
shall use expression (4.17) to derive the Chew-Jones 
formula for A ± (s, t) in the strip approximation [Eqs. 
(III.7) and (III.9) of Ref. 5]. A ±(s, t) had been 
defined by Eq. (3.1); if we denote by A~(s, t) and 
A~(s, t) the contributions to this amplitude coming 
from the background integrals and Regge terms of 
(4.17), respectively, then 

tions to the absorptive parts, A,(s, t) and Au(s, u), 
coming from the six Regge functions of (4.17); for 
s > So we obtain 

A,(s, t) --t :E R (a;(s); s, t) + :E Rt(a;(t); t, s) 
i i 

+ :E ~;Rt(a;(t)j t, u) + :E tR,(a;(u);u, t), (5.3) 
; ; 

where u and t are related by s + t + u = 4m2
• The 

first two terms of (5.3), when substituted into (3.1), 
clearly yield 

:E R(a;(s); s, t) + :E R(a;(t); t, s). 
i i 

This follows from the analytic structure of R(a;(x); 
x, y). The contribution of the third term in (5.3) 
to A ±(s, t) may be rewritten in the following manner: 

~ .! 1'" ~ t R ( (')., ') LJ t' _ t <;; I a; t ,t, u 
, 1l" to 

= :E ~;R(a;(t); t, u) - :E - -,-11'" du' 
; ; 11" uo U - U 

~;R" (a;(t'); t', u'), 

where s + u' + t' = 4m2
; we have made a change of 

variables in the last integral. Hence we obtain 

.! 1'" dt' ~/~ t? = :L: R(a;(s); s, t) 
7r to 1 

+ :E [R(a;(t); t, s) + ~;R(aj (t); t, u)] 
; 

~ .! 1'" ~ t R ( (t')· t' ') LJ , <;; "a; , ,u . 
; 11" "0 U - U 

(5.4) 

A ±( t) 1 if d ' d' b:'(s', t') 
B s, = 11"2 S t (s' _ s)(t' - t) , (5.2) The second integral in (3.1) may be evaluated in a 

similar way. Hence A±(s, t) becomes 
where 

b:,(s, t) = { b,,(s, t) ± b,u(s, u) for s > So, 

- bt,,(t, u) =F b,uet, u) for s < 0, 

and where 

s + t + u = 4m2
• 

Here u and t are obtained from u and t, respectively, 
by letting z, --t -z, in definition (4.1a); for the equal­
mass case u = t, and t = u. Formula (5.2) is readily 
obtained by using the dispersion relations for A,(s, t) 
and A .. (s, u)-i.e., Eq. (3.2)-and the definition of 
A ± (s, t). To obtain A~(s, t) we compute the contribu-

14 Our reduced residue 'Y;(8) differs from their reduced 
residue by the factor [2a;(8) + 1]. 

A ±(s, t) = A~(s, t) 

+ :E [R(a;(s); s, t) ± tR(a;(s); s, u)] 
; 

+ :E [R(a;(t); t, s) + ~;R(a;(t); t, u)] 
; 

± :E [R(a;(u); u, s) + ~;R(a;(u); u, t)] 
; 

1 1'" [1 1 ] ± :E - du' -,-- =F -,-- ~;R,,(a;(t'); t', u') 
; 11" "0 U - U U - U 

+ ~ ~ 1~ dt{t' ~ t =F t' ~ t};RI(a;(U'); u', t'). 

(5.5) 

So far we have made no approximations. If we neglect 
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the background contribution to A ±(8, t)-i.e., the 
quantity A~(8, t)-and if we make the substitution 
Uo -+ Ul and to -+ h in the limits of integration, then 
we obtain an approximate expression for A ±(8, t) 
which is seen to be identical in form with the Chew­
Jones formula, Eqs. (III.7) and (III.9) of Ref. 5; 
the two expressions differ only in the definition of 
the Regge functions. As we have pointed out before, 
Chew and Jones define R(a;(8)i 8, t) to be equal to 
the integral appearing in (5.1) with to replaced by 
tl • In view of the previous discussion of this expres­
sion, we see that there is no essential difference be-

tween (5.5) and the Chew-Jones formula if we worry 
only about those trajectories which stay in the right 
half angular momentum plane; however, we point 
out once more, that at least in principle, our defini­
tion of the Regge function allows us to include the 
effects of all Regge poles; but until we have more 
knowledge about the region Re a < -!, this is of 
purely academic interest. 
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We dis~uss the ex~tence, c?ntinuity and ot~er properties of the canonical and grand canonical 
many-p~rtlCle correlatlOn functlOns n.(rt, ... r.) ill the thermodynamic liInit of classical and quantum 
mechamcal systexns. 

If the pre~sure of the system for fix~d T is constant in the range of specific volume v. to Vb, one 
expec.ts phY~lC.ally to observe the coeXIStence of two separated phases. In terxns of the correlation 
functIOns this IS expressed by 

n.(v) = x.(v./v)n.(v.) + Xb(vb/v)n.(vb), 

where x. and Xb are the mole fractions of the phases so that v = x.v. + XbVb. With the aid of various 
le~.s on convex. functiot;s we prove that .such a "~eparation of the phases" follows rigorously from 
statistIcal mechamcs provIded the correlatIon functlOns are "well defined" in an appropriate sense. 

1. INTRODUCTION 

RECENTLY, attention has been given to proving 
rigorously the existence of the canonical and 

grand canonical potentials (Helmholtz free energy 
and pressure, respectively, divided by kBT) in the 
thermodynamic limit of an infinite system1 under 
appropriate general conditions on the potentials of 
interaction, two-body2 or many-body,3 and on the 
shapes of the domains enclosing the system.3

•
4 In 

this paper we take up the question of the definition, 
existence and properties of the many-particle cor­
relation functions in classical and quantum mechan­
ical systems in the thermodynamic limit. With a 
suitable definition of the correlation functions in a 
finite system, we prove that they approach limits 
in an infinite system provided the limiting correla­
tion functions are "well defined" in the sense that 
they change infinitesimally for infinitesimal changes 
in the interaction potentials of the system. When 
the correlation functions are well defined, they are 
proved to be continuous functions of the temperature 
and density (or activity). 

We then consider the situation where, at fixed 
temperature T, the pressure p is constant as a func­
tion of specific volume v in a range v. to Vb, as ob-

* The work described here was first reported at an informal 
meeting on statistical mechanics held at Yeshiva University 
on 8 April 1964. 

1 By the thermodynamic limit i~ the canonical and grand 
canomcal ensembles for a system ill a domain 0 we under­
stand the limit in which the volume V(O) approaches infinity 
at . Cl?nstant temI?erature while the speCIfic volume V or 
actIVity z, respectIvely, approaches a finite limit. (See Refs. 
2-4.) 

2 D. Ruelle, Relv. Phys. Acta 36, 183,789 (1963). 
I M. ~ .. Fisher, Ar?h. Rat!. Me.ch. Anal. 17,377 (1964). 
4 A SImIlar analysIS of the mIcro canonical ensemble for 

quantum. mechanical syst~xns has J;>een given recently by 
R. B. Griffiths (to be published). GrIffiths has also discussed 
spin systexns [J. Math. Phys. 5, 1215 (1964)]. 

served when a liquid is in equilibrium with its vapor 
or a solid is in equilibrium with its liquid melt. In 
such circumstances we expect, on the grounds of 
physical observation, to find that the system sepa­
rates into two or more macroscopic regions each 
filled with one or other of the two coexisting phases, 
either liquid and gas or solid and fluid. The pro­
portions of the two phases, each with its character­
istic number density and free-energy density, must 
be such as to give the observed over-all density and 
free energy. 

How can this "separation of the phases" be ex­
pressed in theoretical terms? This question semns 
first to have been answered by the late Norbert 
Wiener who is quoted by Mayer and Montroll.6 
Wiener observed that, since the two separated phases 
should be of macroscopic extent, the 8-particle cor­
relation function n.(v) for the overall system at 
specific volume V should break into a linear combina­
tion of two correlation functions n.(v.) and n.(vb) 
characteristic of the two single phases. The coef­
ficients of n,(v.) and n.(vb) should be determined 
simply by the probability of finding one particle 
in the respective phase. This follows from the as­
sumption that the phases are of macroscopic extent 
so that a negligibly small proportion of particles 
will be near an interphase boundary. Thus if one 
particle is in phase A, say, any other particles at a 
finite distance from it are overwhelmingly likely to 
be in the 8ame phase. In the absence of external 
forces, such as gravity, neither phase should pref­
erentially occupy particular regions of space so that 
the probability of a particle being in a given phase is 
proportional to its volume. If N. and Nb are the 

5 J. E. Mayer and E. W. Montroll, J. Chem. Phys. 9, 
2 (1941). 
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numbers of particles in the two phases we thus ex­
pect 

n.(v) = (Nava/Nv)n,(va) + (Nbvb/Nv)n.(vb)' (1.1) 

Alternatively, in terms of the mole fractions, 

Xa = Na/N = (Vb - V)/(Vb - Va), 

Xb = Nb/N = (V - Va)/(Vb - Va), 

we have V = XaVa + XbVb and can write 

(1.2) 

n.(v) = Xa(va/v)n.(va) + Xb(vb/v)n.(vb)' (1.3) 

Conversely, if by calculation one finds that the 
correlation functions break into linear combinations 
of the form (1.3), one may infer that the system 
contains two separated phases with corresponding 
correlation functions n.(va) and n.(vb)' Such a situa­
tion was indeed discovered by Uhlenbeck, Hemmer, 
and Kac6 when they investigated the correlation 
functions of a one-dimensional system of particles 
with hard cores and attractive pair potentials cp(r) = 
-ao'Ye-"(r. If the "Van der Waals limit", 'Y - 0, is 
taken after the thermodynamic limit, this system 
exhibits a phase transition resembling condensation 
from gas to liquid. In the region of constant pressure 
the result (1.1) is found to hold (at least for 8 = 2 
and 3). 

It is natural to ask how far this relation between a 
Hat (p, v) isotherm and the separation of coexisting 
phases should follow from the general theoretical 
principles of statistical mechanics. In this paper we 
answer this question by proving the following the­
orem: if, in the thermodynamic limit, the pressure 
is constant in a region Va to Vb and the correlation 
functions are "well defined" in this region (in the 
sense mentioned above and made more precise in 
Sec. 4), then they decompose into a sum of two terms 
which, as in (1.3), can be associated with two sepa­
rated phases of specific volumes Va and Vb' 

The mathematical techniques used to prove this 
theorem and the existence and continuity of the 
correlation functions are relatively straightforward. 
The correlation functions are defined with the aid of 
additional test functions (effectively as functional 
derivatives). The properties of convex functions and 
sequences of convex functions yield the existence 
proofs. A simple but evidently new theorem on 
functions, convex in two variables and linear in one 
of them, is used to prove the theorem on the separa­
tion of phases. 

It should be mentioned that the existence of the 
limiting correlation functions for systems with two-

6 G. E. Uhlenbeck, P. C. Hemmer and M. Kac, J. Math. 
Phys. 4, 229 (1963). 

body potentials in the grand canonical ensemble has 
been discussed by Ruelle,7 Penrose,7 and Ginibre,8 

but their results are restricted to activities and den­
sities so low that the virial (and activity) expansions 
can be proved convergent. Evidently such results 
are insufficient for a discussion of any multiphase 
region. 

2. EXISTENCE OF THE THERMODYNAMIC 
POTENTIALS 

In this section we introduce the notation (which 
will follow Ref. 3) and state the established general 
theorems on the existence of the canonical and grand 
canonical thermodynamic potentials which will be 
needed to prove the existence of the correlation func­
tions. We consider a system of N particles confined in 
a domain Q of volume V(Q) so that the specific 
volume is V = V / N = 1/ p. The Hamiltonian :JCN is 
the sum of the total kinetic energy TN depending on 
the momenta Pi, and the total potential energy UN 
depending on the particle coordinates r i , on one or 
more external parameters .\, 1], •• , (and possibly on 
internal coordinates which we will, however, ignore 
for simplicity). The potential energy may be ex­
pressed in terms of translationally invariant many­
body potentials U(I) (ri ... rz) each bounded below, 
as 

UN(rl '" rN) 

= L U(2)(r;, ri)+ L U(3)(r;, ri' rk)+"', (2.1) 
(i;) (iik) 

where the sums run over all pairs, triples etc., and 
there is no restriction on the order l of the many­
body-potentials. 

The classical canonical partition function is 

h-·
N f f Z(ft, N, Q) = N! . . . dpl' .. dpN 

X fo ... fo dr1 '" drN exp (-fJ:JCN), (2.2) 

where h is Planck's constant, p is the dimensionality 
of the system and fJ = l/kBT. The quantum mechan­
ical partition function is defined by the appropriate 
trace depending on the statistics of the particles.3 

The canonical thermodynamic potential for the finite 
system is defined by 

f(ft, N, Q) = -FN/NkBT = (l/N) In Z(ft, N, Q), 

(2.3) 

where FN is the total Helmholtz free energy. 

7 D. Ruelle, Ann. Phys. (N.Y.) 25, 109 (1963); Rev. Mod. 
Phys. 36, 580 (1964); J. Math. Phys. 6, 201 (1964); O. Pen­
rose, J. Math. Phys. 4, 1312, 1488 (1963). 

8 J. Ginibre, J. Math. Phys. 6, 238, 252, 1432 (1965). 
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If z is the activity the grand canonical partition 
function is 

Z(fi, z, !J) = 1 + L (A'Z)NZ(fi, N, !J), (2.4) 
N-I 

where 

(2.5) 

in which m is the particle mass. The corresponding 
grand canonical thermodynamic potential is defined 
by 

'fr(fi, z, !J) = {3fJ = [l/V(!J)] In Z(fi, z, !J) (2.6) 

where fJ is the (grand canonical) pressure. 
To obtain the thermodynamic limit we introduce 

a sequence !Jk of domains with V(nk ) -t ro as k -t ro 

and consider the limiting thermodynamic potentials 

fer, {3, v) = lim fer, {3, N, !Jk) (2.7) ..,...., 

and 

'fr(r, {3, z) = lim 'fr(r, {3, z, !Jk), (2.8) 
k ... ., 

where we have indicated explicitly the dependence 
on the external parameter r. The limiting canonical 
pressure is defined by 

p = p(v) = (af/av)fJ.r. (2.9) 

The grand canonical density is 

p = l/v(z) = z(a'fr/az)fJ.r, (2.10) 

while the grand canonical Helmholtz free energy is 
given by 

J(r, {3, z) = -F/kBT = V'fr - In (A'z). (2.11) 

If the canonical and grand canonical results are 
consistent we must have 

fer, {3, v) == J(r, {3, z) for v = v(z). (2.12) 

If this is valid, one may easily verify by partial 
differentiation, using (2.10) and (2.11), that when 
v = v(z) 

(2.13) 

provided the derivatives with respect to the external 
parameter r exist. 

Sufficient conditions for the existence and unique­
ness of the limits (2.7) and (2.8) and for the identity 
(2.13) may be stated as follows.3 

Firstly, for the potentials: 
A Stability For some fixed positive WA and all N 

(2.14) 

B Tempering If, for fixed Ro, Ir; - r~1 ~ R ~ Ro 
for all i = 1, 2, "', Nand j = 1, 2, "', N' and 
if WB and E are fixed and positive, the mutual 
potential energy defined by 

<I>N.N,(rl ••• rN; r{ ••• r~,) 

= U N+N,(rl ••• rN; r{ ... r~,) 

- UN(rl ... rN) - UN,(r{ ... r~,), 

satisfies 

<I> ,< NN'w /R'+' N.N _ B 

(2.15) 

(2.16) 

for all Nand N' if (N + N')/W+I is suffi­
ciently small. 

Secondly, for the domains: 
C The domains !Jk are bounded and connected 

and u(a; !Jk), the fraction of the volume within 
a distance h = a ViI' of the boundary of n~ 
(internal to !Jk if a > 0 but external if a < 0) 
vanishes as a -t 0; 

D* For the sequence of domains !Jk there is a 
fixed a' and a function !To(a) -t 0 as lal -t 0 
such that for a ::; a' 

(2.17) 

The detailed significance of these conditions is 
discussed in Ref. 3 (where alternative conditions are 
also given). It will suffice here to note (a) that con­
ditions A and B will be satisfied if, for example, 
the pair potential U(2) (rl' r 2) = ep(rl - r 2) has an 
infinite hard core of positive radius and lep(r) I decays 
when r -t ro as fast as l/rH

• (E > 0), while the 
many-body potentials U(l) are bounded everywhere 
and vanish identically for large enough separations 
of their arguments; and (b) that any sequence of 
domains nk obtained by successive isotropic expan­
sions of some domain !Jo will satisfy C and D*.u 

The existence theorems3 show that f«(3, v) and 
'fr(fi, z) are convex functions of (3 and of v and In z, 
respectively. It follows from the convexity that the 
derivatives with respect to v and In z, namely p«(3, v) 
and p«(3, z), are monotonic and exist everywhere 
except for a denumerable number of values of v or 
z where they may exhibit simple jump discontinui-

9 If the pair potential does not have a hard core but 
satisfies instead the stability condition <p(r) ;::: C Ir'+' as 
r -> 0, the total potential will satisfy A and B for ~ositive 
three- and more-body potentials but may not do so If these 
are negative unless cp(r) diverges more strongly. Indeed if 
<p(r) is finite at r = 0 one can'prove that A cannot be satisfied 
if some of the many-body potentials are negative in certain 
regions (UN will diverge to - 00 as NI). In such a case the 
corresponding I-particle (I ;::: 3) correlation functions cannot 
be "well defined," in the sense explained below. I am indebted 
to D. Ruelle for observations on this point. 
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ties. tO The same holds for the derivatives with re­
spect to {3. 

3. DEFINITION OF THE CORRELATION 
FUNCTIONS 

The 8-particle correlation (or distribution) func­
tion n.(rt ••• r.i (3, N, fl) of a classical system is 
definedll so that n,dr t ••• dr, is the probability of 
finding any 8 particles in drl ••• dr" irrespective of 
the positions of the remaining particles (or the 
momenta of any of the particles). Thus in the canon-

ical ensemble 

n.(rl , ••• ,r.i (3, N, fl) 

A-
pN f f - ... IldrHI'" drN - (N - 8)! Il 

X exp (-{3UN)/Z({3, N, fl), (3.1) 

where the factor A -.N comes from integrating over 
the N momenta. Correspondingly, in the grand ca­
nonical ensemble 

ii,(rl ••• r.i (3, z, fl) = :t (N ~ )' f ... f dr.+ l ... drN ZN exp (-{3UN)/Z({3, z, fl) N-. 8. Il {/ 
(3.2) 

m 

= :E n.(rl ••• r.i (3, N, fl)(A'z)NZ({3, N, fl)/Z({3, z, fl). (3.3) N-. 

It is usually stated that, in the limit of a large 
system, "the correlation functions should depend 
only on the separations between the particles," 
that is, on r l2 = r 2 - r l , rIa = ra - r l , ... r l , = 
r. - r l • Indeed if, as is often supposed for theoretical 
convenience, the system is contained in a torus (or, 
equivalently, periodic boundary conditions are im­
posed), this will be true even in a finite system. On 
the other hand, in general, the correlation functions 
must depend on r l as well as on r l2 to rIp Thus, 
trivially, if r} is outside fl we must always have 
n, == 0 and, more generally, the correlation functions 
for positions near the boundary of the system will 
differ from those when all particles are far from the 
boundary. It is evident that the influence of the 
boundary should persist even as the volume of the 
domain becomes infinite so that if an origin is taken 
in the wall of flk' the limiting correlation functions 
will not in general be independent of rl even when 
k ~ <Xl. (This conclusion can be checked by explicit 
calculation.12

) It might be thought that if the chosen 
origin becomes infinitely far from the walls as k ~ <Xl, 

n. would then become independent of r l in the limit. 
This does, in fact, happen in the low-density region 
where the virial expansion converges,7 but it is by 
no means clear that it should be true at all densities. 

10 See, for example, G. H. Hardy, J. E. Littlewood, and 
G. Polya, Inequalities (Cambridge University Press, New 
York, 1952), 2nd ed. 

11 See, for example, G. E. Uhlenbeck and G. W. Ford, 
Studies in Statistical Mechanics I, edited by J. de Boer and 
G. E. Uhlenbeck (North-Holland Publishing Company, 
Amsterdam, 1962), Part B. 

12 See, for example, M. E. Fisher and J. Stephenson, 
Phys. Rev. 132, 1411 (1963), where the effects of the boundary 
on singlet and pair correlation functions in a lattice filled 
with hard "dimers" are derived. 

Thus in a crystalline state one expects "long-range 
order" to appear so that the effects of a boundary 
might be felt even infinitely far away. [Note that 
as V(fl k ) ~ <Xl various orders of infinity might be 
relevant.] 

From the foregoing discussion we see that a pre­
cise statement of the general conditions under which 
n,(rl ••• r.) approaches a limit depending only on 
r l2 ••• r l • might be rather complicated. Rather than 
attempt such a program, which, as we have seen, 
would essentially represent a study of "surface" 
rather than bulk effects, we redefine the correlation 
functions of interest by averaging over r l • Thus we 
introduce modified correlation functions by 

By definition n=(r12, ••• , r h ) is independent of r 1 

even in a finite system. Notice that if toroidal 
boundary conditions are used n~ is simply equal to 
n.(rl , r l + r 12, ... ,rl + r l .). Furthermore we always 
have n~ = N IV = p. By a formula precisely an­
alogous to (3.4) we similarly define modified grand 
canonical correlation functions ii~(r12' .. " rloi (3, z, fl). 

To obtain a theoretically more useful expression 
for the correlation functions, we introduce a set of 
bounded, piecewise continuous (8 - I)-variable test 
functions 'Y.(rI 2, ••• , rlo) which vanish identically 
outside a bounded region. (With no loss of generality, 
they may be taken as the characteristic functions of 
a region.) With the aid of the correlation functions 
we may define a linear functional on the 'Y. by 
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M.h.; (3, N, n} 

(3.5) 

where the integrals may be extended over all space. 
From the definitions (3.1) and (3.4) and the stability 
condition (2.14) we readily obtain a bound on 
n~(rI2' ... , r lo ; (3, N, n). Thus M.h.; (3, N, n} is a 
bounded linear functional and, as such, knowledge 
of its value for a sufficiently large class of 'Y. defines 
n~«(3, N, n) uniquely.13 From a physical viewpoint 
we may note that if 'Y. is chosen as the characteristic 
function of a small (s - I)-dimensional domain 
centred at R12 ... RIO and of volume orh.} = 
dR 12dR 13 ••• dR15, the functional 

m.(R12, ... ,R1.; (3, N, n) 

= M.h.; (3, N, n}/orh.} (3.6) 

is a "coarse-grained" correlation function which for 
most practical purposes is essentially equivalent to 
the original "fine-grained" correlation function 
n~(RI2' ... , R lB ; (3, N, n). With these points in mind 
we now restrict attention to the correlation func­
tionals M.h.; (3, N, n} and to the similarly defined 
grand canonical correlationfunctionals M. h. ;(3, Z, n}. 

From the test function 'Y.(rI2, ... , r lo ) an addi­
tional many-body potential may be defined by 

-(3U~')(rl' r 1 + r 12 , ... ,r1 + r lo) 

= 1/ L 'Y.(ri(l)i(2) •.. rHOi(.), (3.7) 
Ii} 

where the sum runs over the s! permutations of the 
subscripts iU) (j = 1, 2, ... , s) and 1/ is a parameter. 
By adding the appropriate N!js!(N - s)! terms in 
U~') to the total potential energy UN we obtain an 
extended Hamiltonian of the form 

(3.8) 

and corresponding partition functions and thermo­
dynamic potentials. 

Note that, at least for small enough 1/, the ex­
tended Hamiltonian will in general still satisfy the 
conditions A and B as required for the existence of 
the thermodynamic limit. It is now easily verified 
from the definitions that 

M.h.; (3, N, n} 

= [IIV(n)](olo1]) In Z(1/, (3, N, n) I~-o 

= V-I (01 o1])f(1/, (3, N, n) I~-o, (3.9) 

13 See, for example, F. Riesz and B. Sz.-Nagy, Functional 
Analysis (Fredrick Ungar Publishing Company, New York, 
1955), p. 61 et seq. 

and similarly, 

M.h.; (3, z, n} = (oI01]}Tr(1/, (3, z, n) I~-o, (3.10) 

where the functional dependence of the right-hand 
sides on 'Y. is understood. These expressions for the 
correlation functionals as derivatives of the thermo­
dynamic potentials provide the most direct method 
of investigating the limiting behavior. 

We could, of course, rewrite (3.9) and (3.10) 
formally as expressions for the correlation functions 
themselves in terms of first functional derivatives 
with respect to 'Y. of fh.} and 'lrh.}. The representa­
tion of the correlation functions as functional deriva­
tives is very useful for formal developments but 
it may be pointed out that the usual procedure 
which introduces inhomogeneous external fields 'Yl (r) 
and represents n. or ii. by s-fold repeated functional 
derivatives14 is unsatisfactory for rigorous work. 
The reason lies in the difficulty of discussing the 
behavior of second- and higher-order derivatives of 
the thermodynamic potentials and in establishing 
the existence of the thermodynamic limit in the 
presence of inhomogeneous external fields. 

Although the derivation of the expressions (3.9) 
and (3.10) for the correlation functionals was carried 
through only for classical systems they may equally 
be used, together with (3.5) and the corresponding 
expression for M., to define the quantum mechanical 
correlation functions. 15 

4. EXISTENCE OF THE LIMITING CORRELATION 
FUNCTIONS 

From the general theorems stated in Sec. 2, the 
limits 

lim f(1], (3, N, nk ) = f(1], (3, v) (4.1) 
k_", 

and 

(4.2) 

exist provided the conditions A, B, C, and D* 
are satisfied with the Hamiltonian JCN (1/). Before 
we can use these limits to define the limiting cor­
relation functions by differentiating with respect to 
1] we must establish the differentiability of f(1]) and 
'Ir(1]). 

Consider firstly a classical system and write the 

14 See, for example, N. N. Bogoliubov, Studies in Statistical 
Mechanics I, edited by J. de Boer and G. E. Uhlenbeck 
(North-Holland Publishing Company, 1962), Part Ai and 
J. L. Lebowitz and J. K. Percus, J. Math. Phys. 4, 116 (1963). 

16 If one starts from the usual quantum mechanical 
definitions in terms of the diagonal elements of the reduced 
density matrices it is only necessary to recall that (ala7J) 
Tr{exp (A + 7JB)} = Tr{B exp (A + 7JB)} even when A 
and B do not commute. 
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Boltzmann factor as 

exp (-PJeN + 7]gN) = exp (-!PJeN + hlgN) 

X exp ( - !PJeN + h2gN), (4.3) 

where !(7]1 + 7]2) = 7]. On applying Schwarz's in­
equalityl0 to the partition function and taking log­
arithms we then find 

f(hl + !712; p, N, 0) ::; !f(7]I' p, N, 0) 

+ !f(7]2' p, N, 0). (4.4) 

Consequently, f(7], p, N, 0) is a convex function of 7]. 
It follows that the limiting thermodynamic potential 
f(7], p, v) is also convex in 7] at fixed v and p. [Recall 
that the general theorems establish that f(7], p, v) is 
also convex (or rather concave) in v and convex in 
p at fixed 7].) 

For a quantum mechanical system the same re­
sults follow from 

Lemma I. If A + 7]B is a self-adjoint operator 
with a discrete spectrum bounded above, then F (7]) = 
In Tr {e.A+~B} is a convex function. 

For completeness, this lemma, which follows easily 
from Peierls' theorem,16 is demonstrated in Appendix 
A. 

The grand canonical partition function is an ab­
solutely convergent sum of canonical partition func­
tions. 17 The following lemma, proved in Appendix 
A, thus enables one to conclude from the convexity 
of the canonical potential 1(7], p, N, 0) that the grand 
canonical potential 71'(7], p, z, 0) is also convex. 

Lemma II. If f.(7]) = In q.(7]) (t = 1, 2, 3, ... ) 
is a set of convex functions and Q(7]) = 2:. q.(7]) 
then F(7]) = In Q(7]) is also convex. 

The convexity of 71'(7], p, z, 0) implies the convexity 
of the limit 71'(7], p, z) (which is also convex in p and 
In z). 

We have thus proved that f(7], p, v) and 71'(7], p, z) 
are convex in 7]. From this it follows10 that both 
functions are continuous in 7] and differentiable 
everywhere except, possibly, at a denumerable num­
ber of points 7]h where the derivative can exhibit 
a jump discontinuity. We may thus define the cor­
relation functions in the thermodynamic limit by 

M.b'; p, v} = v-1(a/a7])f(7], p, v) I~.o (4.5) 

18 R. Peierls, Phys. Rev. 54, 918 (1938). See also Ref. 3 
and K. Huang, Statistical Mechanics (John Wiley & Sons, 
Inc., New York, 1963), p. 220. 

17 This may fail for large enough z in a Bose system with 
insufficiently strong repulsions between the particles, but such 
values of z are essentially without physical significance (see 
the discussion in Ref. 3). 

and 

M.{'Y; p, z} = (a/a7])71'(7], p, z) 1 •• 0' (4.6) 

These definitions can fail only if 7] = 0 is a point of 
discontinuity of the derivatives, that is if the deriva­
tives from the left (7] < 0) and the right (7] > 0) are 
different. When the derivatives in (4.5) and (4.6) 
exist (that is the left and right derivatives agree) 
we will say the correlation functions are well defined. 

For the moment we postpone a discussion of the 
circumstances in which the correlation functions in 
the thermodynamic limit might not be well defined 
and consider the limiting behavior of the correlation 
functionals of a finite system [Eqs. (3.9) and (3.10»). 
For this purpose we require the following simple 
lemma which is proved in Appendix A. 

Lemma III. Given a sequence of convex functions 
M7]) which converge to a limit 1(7]) as k -+ co the 
left and right derivatives satisfy 

d-f < l' inf d-fk < l' d+fk < d+f - III - Imsup- -. 
d7] - 1<-0> d7] - k ... o> d7] - d7] (4.7) 

If the functions M7]) are differentiable at 7]0 and 
if the limit f(7]) is also differentiable at 7]0 it follows, 
as an immediate corollary of this lemma, that the 
derivatives at 7]0 approach the derivative of the limit. 
(This corollary has been derived independently by 
Griffiths.4

) 

Applying this result to the functions f(7], p, v, Ok) 
and 71'(7], p, z, Ok) for any suitable sequence of do­
mains Ok, we see that the correlation functionals 
M.b'; p, N; Od and M.b'; p, z; Ok} of the finite 
system must approach the correlation functionals 
in the thermodynamic limit whenever these latter 
are well defined. (If the limiting correlations are 
not well defined the limits, if any, of the finite system 
functionals will be bounded by the right and left 
derivatives of the limiting thermodynamic poten­
tials; see the further discussion below.) 

When the correlation functions are well defined 
in both the canonical and grand canonical ensembles 
it follows from the identity (2.13) between the en­
sembles that 

M.b';P,v(z)} == M.b';P,z}. (4.8) 

In other words the canonical and grand canonical 
correlation functions at the same density and tem­
perature are identical. 

Consider now the question of when the limiting 
correlation functions will be well defined. Since the 
points of discontinuity 7]h of the derivative of a con­
vex function are denumerable, there is a point of con-
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tinuity in the neighborhood of any T/h' It follows 
that the correlation functions can always be made well 
defined by adding infinitesimal terms to the interaction 
potentials (for example terms proportional to 9N)' 
Conversely we see that the correlation functionals 
will always be well defined unless the system is in 
some "hypercritical" state in which infinitesimal 
changes of the potentials (at fixed {3 and v or fixed 
(3 and z) result in finite changes in the correlation 
functions. 18 Such hypercritical states may evidently 
occur at normal first-order phase transition points. 
Thus in the grand canonical ensemble the activity 
Ze and inverse temperature (3e at which a condensa­
tion transition, say, takes place will be points of 
discontinuity of the density p({3, z) and of the in­
ternal energy U({3, z). An infinitesimal change in the 
interactions could (and, in general, would) drive the 
system into either the denser or the lighter phase 
with consequent finite changes in the correlation 
functions. 19 The analogous situation in the canonical 
ensemble would arise if the pressure or energy were 
discontinuous functions of specific volume or tem­
perature. Although such discontinuities have not 
been proved impossible in general20 they have ap­
parently never been observed experimentally. (As a 
function of v and (3 the energy and pressure are, of 
course, continuous through a condensation process.) 

At a hypercritical point where the correlation 
functions fail to be well defined the finite system 
functionals M.lnk } and M.lnd do not necessarily 
approach limits as k ~ GO. Whether a limit is ap­
proached and what its value will be (within the 
bounds following from Lemma III) will evidently 
depend on the finer details of the potentials and 
of the precise way the thermodynamic limit is taken. 
The task of specifying such details generally would 
seem to be rather difficult but, at the same time, of 
relatively little physical interest [One might, never­
theless, attempt to prove more restricted conjectures 

18 We use the adjective "hypercritical" in contradis­
tinction to "critical" since in normal usage a critical point 
is one at which certain double derivatives of the thermo­
dynamic potentials become continuously infinite (e.g., the 
compressibility at the gas-liquid critical point or the specific 
heat at a lambda transition) but their integrals remain 
continuous. In this sense the usual first-order transition 
points (e. g., an ideal ferromagnet below its Curie point in 
zero magnet field) are examples of hypercritical points. 

19 Notice _that for a system with pair interactions only, 
the energy U(fJ, z) is equal to a correlation functional eval­
uated with a 'Y2(r) proportional to the pair potential 'P(r). 
A change in I) is then precisely equivalent to a change in fJ. 

20 Note, however, that Ruelle (Ref. 2) has proved that the 
pressure is continuous in v for a classical system of particles 
mteracting through pair potentials which are bounded above 
(in addition to satisfying conditions A and B). It seems 
probable that the pressure should remain continuous under 
much weaker restrictions. 

such as: if p({3, z) is discontinuous at ({3e, Ze) but 
Pk = p({3t, Zt, nk ) approaches a limit 1/v* then 
limk~oo M.h; {3t, Ze; nk } = M.h, {3e, v*} provided 
the canonical functional is itself well defined at 
v = v*.] 

The fact that points of discontinuity of the deriva­
tives of the thermodynamic potentials will generally 
be points where the correlation functions are not well 
defined suggests the converse question, namely, will 
the correlation functions themselves be continuous 
when they are well defined? This is answered by the 
following lemma which follows easily from Lemma 
III as shown in Appendix A. 

Lemma IV. If f(T/, y) is convex in T/ and continuous 
in y for small T/ and y" :::; y :::; Yb then if the derivative 
m(y) = (af/aT/)~-o exists it is continuous for Yo :::; 
y :::; Yb. 

To apply this result we need only recall that the 
convexity of the limiting potentials f(T/, (3, v) and 
7r(T/, (3, z) in {3 and v or In z, implies their continuity 
in the same variables. If the correlations are well 
defined, so that (af/aT/)~-o or (a7r/aT/)~_o exist, for 
some interval of {3 or v, or z, we may thus conclude 
that the functionals M.h; {3, v} and M.h; {3, z} will 
be continuous in (3 or v or z, respectively, in the same 
interval. 

It may be remarked that the same lemma implies, 
for example, that if the pressure p(vo, (3) exists at 
v = Vo for some range of (3 [that is p(v, (3) is not dis­
continuous in v at Vo for fixed (3] then p(vo, (3) is 
continuous for (3 in the same range. Similarly if the 
canonical and grand canonical energies U({3, v) and 
U({3, z) exist at {3 = (3o for a range of v or of z then 
U({3o, v) and U({3o, z) will be continuous in v or z, 
respectively. 

To summarize our results so far we have defined 
(a) the correlation functionals with the aid of a set 
of test functions 'Y. [Eq. (3.5)], (b) an extended 
Hamiltonian JCN(T/) in terms of the test functions 
[Eqs. (3.7) and (3.8)] and, hence, (c) corresponding 
canonical and grand canonical limiting thermody­
namic potentials f(T/, (3, v) and 7r(T/, (3, z). We have 
then proved: 

Theorem A. Under conditions A, B, C, and D*, 
the correlation functionals satisfy 

lim M.h; {3, N; nk } = M.h; {3, v} 
k~oo 

and 
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lim M.h;,6, z; nd = M.h;,6, z} 
k~'" 

= (O/01]}If{Q,,6, z) I~-o, (4.10) 

provided the derivatives with respect to 1] exist in 
which case the correlation functions in the limit 
are said to be well defined. When the correlations 
are well defined, M. and M. are continuous func­
tions of ,6 and of v or z, respectively, and, further­
more M. == M. if v = v(z). (If the 1] derivatives 
do not exist at 1] = 0 for some ,6 and v or z the 
functionals for k ~ co are bounded by the right 
and left derivatives.) 

5. SEPARATION OF PHASES 

In this section we consider only the canonical 
ensemble at constant temperature and investigate 
the limiting correlation functions when the pressure 
p(v) is constant in a range of density. [A precisely 
analogous discussion could be given for the grand 
canonical ensemble in the situation, alluded to be­
fore, where the density p(z) is constant in a range 
Za to Zb so that the pressure increases discontinuously 
with density.20] 

If the pressure is constant in the region Va to Vb the 
canonical thermodynamic potential for 1] = ° must 
vary linearly with v, that is 

1(0, v) = a + pv, 

By defining 

(5.1) 

Xa = (Vb - V)/(Vb - Va), Xb = (V - Va)/(Vb - Va) (5.2) 

so that Xa + Xb = 1 and 

(5.3) 

one can, quite generally, rewrite (5.1) as 

1(0, v) = xala + Xdb' (5.4) 

where la = 1(0, va) and Ib = 1(0, Vb)' As indicated in 
the introduction one may then interpret Xa and Xb 
as the mole fractions of two separate phases of 
specific volumes Va and Vb and free energies corre­
sponding to la and lb' 

As shown in the previous section the correlation 
functionals are given by 

m(v) = vM.h;,6, v} = (0/01])/(1], v) I~-o. (.1.5) 

If we assume the correlation functions are well de­
fined in the interval Va ~ V ~ Vb, the derivative 
01/01] at 1] = 0 will, by definition, exist in the same 
region. In order to draw a conclusion from this as­
sumption and the linearity (5.1) we prove a funda­
mental lemma concerning the linearity of the deriva­
tive of a convex function 1(1], y). 

Lemma V. Suppose 1(1], y) is convex (or concave) 
in Y for all small enough 1] and that the derivative 
m(y) = (ol/o.,,)~_o exists. Then, if 1(0, y) = a + by 
for fixed a and band Ya ~ Y ~ Yb, one can write 
m(y) = c + dy for Ya ~ Y ~ Yb, where c and dare 
fixed. 

Prool. We will make the hypothesis that m(y) 
is not linear in y and then use the existence of the 
derivative at 1] = 0 to show that 1(1], y) cannot be 
convex (or concave) for both positive and negative 
values of 1]. 

If m(y) is not linear we can find Yl, Y2 and Ya such 
that 

K = ma - m2 _ m2 - m1 (5.6) 
Ya - Y2 Y2 - Yl ' 

where mj = m(y;)(j = 1,2,3), does not vanish. The 
vanishing of K for all sets Yj would imply the lin­
earity of m(y). Because the derivative with respect to 
1] exists at 1] = 0 we have 

where for given e > 0, there is a 8 = 8( e) > 0 such 
that le;(1])1 < e for 11]1 < 8. The convexity of 1(1], y) 
is tested by 

C(1]) = fa(1]) - M.,,) _ M.,,) - M1]) , (5.8) 
Ya - Y2 Y2 - Yl 

which will vanish only if the three points [Yi,I;(.,,)] are 
colinear. On substituting with (5.7), using the lin­
earity of 1(0, y) which implies C(O) == 0, and the 
definition (5.6), we obtain 

(5.9) 

where 

L(.,,) = maea(1]) - m2e2(1]) _ m#2("') - m1e1(1]) . 
Ya - Ya Ya - Yl 

(5.10) 

For 1.,,1 < 8 we have 

IL(.,,) I ~ e[lmal + Im21 + Im21 + Imd] 
IYa - Y21 IY2 - Yll 

~ 4e max {m(y;)}/min flY;+l - Y;I}. (5.11) 
; i 

Thus one can choose e so small that ILI/IKI < 1. 
The relation (5.9) then shows that the sign of C(.,,) 
for 1.,,1 < 8(e) is the same as that of 1]K and hence 
changes as 1] changes sign. But this is impossible if 
1(1], y) is convex (or concave) for all 1] in the neighbor­
hood of zero. Hence the hypothesis is untenable and 
we conclude that m(y) must be linear in the interval 
Ya ~ Y ~ Yb. (Note that both end points of the in-
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terval are included since either could have been 
chosen as one of the Y i') 

To apply this lemma we use the linearity of the 
limiting canonical potential 1(1/, v) at 1/ = 0 [Eq. 
(5.1)], the concavity of 1(1/, v) in v for all small 
enough 1/ and the assumption that the correlation 
functions are well defined [Eq. (3.5)]. We can then 
infer that vM.h; {3, v} must be linear in v for Va ~ 
V ~ Vb' Defining Xa and Xb by Eq. (5.2) we have thus 
established 

Theorem B. If the pressure p({3, v) at fixed {3 is 
constant for Va ~ V ~ Vb and the correlation func­
tions are well defined in the same interval, the 
correlation functionals may be written 

M.h; {3, v} = Xa(Va/v)M.h; {3, va} 

+ Xb(Vb/V)M.h; {3, Vb}' (5.12) 

We can hence express the correlation function 
n!(r,2, "', r lB ; (3, v) as a linear combination of the 
two correlation functions n!(r,2, '" , rio; (3, Va) and 
n!(r12, •• " rlo; (3, Vb) in the form (1.3) anticipated by 
Wiener. We may interpret n!(va) and n!(vb) as the 
correlation functions of the two separate phases. 
Indeed if the region in which the correlations are 
well defined extends beyond the interval (va, Vb) into 
the "single-phase" regions we may, by Theorem 
A which ensures the continuity of the correlation 
functions, define n! (va) and n! (Vb) as the limits 
of the single-phase correlation functions n!(v) as V 
approaches Va from below and Vb from above, re­
spectively. This accords fully with the usual physical 
picture which assumes the two coexisting phases 
have the same nature and properties as the cor­
responding single phases just outside the two-phase 
region. We cannot at present, however, rule out 
completely the possibility that the correlation func­
tions cease to be well defined just on the two-phase 
boundary and are not continuous across it. 

Although this last possibility may seem highly 
improbable on physical grounds, the question of 
when one might expect the correlation functions to 
be well defined in a region of constant pressure 
should be discussed a little further. In a normal iso­
thermal first-order phase change occurring away 
from any critical or triple point, an infinitesimal 
change in the interactions should merely alter in­
finitesimally the proportions of the two phases and 
the properties of each phase (as does an infinitesimal 
change in temperature'9). In such typical circum­
stances we may confidently expect the correlation 
functions to be well defined. Suppose, on the other 
hand, that the constant pressure isotherm in question 

corresponds exactly to the gas-liquid critical tem­
perature T. of a system with a "flat-topped" coex­
istence curve so that for T > T. the pressure is 
strictly decreasing with v. (Such "flat-topped" co­
existence curves have probably not been observed 
experimentally in equilibrium systems in negligible 
external fields but they can arise in certain the­
oretical models which nevertheless satisfy the con­
ditions A, B, C, and D*.21) Since a change of 
temperature is effectively equivalent to a change of 
the interactions'9 and since an infinitesimal change 
of temperature will send the system either completely 
into the "single-phase" region above To or down into 
the normal "two-phase" region below To with, prob­
ably, finite changes in the correlation properties 
in at least one case, it seems quite likely that the 
correlation functions would not be well defined on 
this isotherm. A similar situation might arise just 
at a pressure and temperature corresponding to a 
triple point. 

The foregoing discussions show that we should not 
expect to find simple criteria which will specify 
completely the circumstances in which the correla­
tion functions are well defined since that would be 
tantemount to a prescription for locating the position 
and nature of any phase transitions. It is known from 
examples that the presence of a phase transition 
depends sensitively on the detailed properties of the 
interactions. Further progress might be possible, 
however, in special regions following the results for 
low densities where the limiting correlation functions 
can be specified by their virial expansions.7

-
9 Despite 

the possibility of singular isotherms on which the 
correlation functions may not always be well defined, 
Theorem B does nevertheless show us theoretically 
why the "separation of two coexisting phases" is the 
general rule. 

In conclusion we mention that an outstanding 
problem in the theory of correlation functions con­
cerns the rigorous derivation of the fluctuation rela­
tion for the compressibility in the thermodynamic 
limit, namely, 

~ ~~ = 1 + p J [v2n~(r) - 1] dr, (5.13) 

and, in case there are only pair interactions, of the 
related virial relation for the pressure. l1 
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APPENDIX A: PROOFS OF LEMMAS ON 
CONVEX FUNCTIONS 

Throughout the appendix we take 

A function F(-q) is convex if 

(AI) 

F(1J) :::; IF(1JI) + IF(1J2)' (A2) 

The most important properties of convex functions, 
their continuity and differentiability, are discussed 
in Ref. 10. For convenience of reference we restate 
the lemmas before proving them. 

Lemma I. If A + 1JB is a self-adjoint operator 
with a discrete spectrum bounded above then F(1J) = 
In Tr {eA+~B} is convex. 

Proof. Let IP" be the eigenfunctions of A + 1JB and 
denote (IP", CIPn) by C". Then 

Tr {eA+~B} = L: exp (A .. + 1JB,,) 
" 

general term of the second exceeds 

Q.(1JI)q.(1J2) - 2qt(1JI)q!(1J2)q!(1JI)q!(1J2) + q.(1JI)q.(1J2) 

= [qI(1JI)q!(1J2) - q!(1JI)qI(1J2)]2 ~ O. (A8) 

Thus 

Q(1JI)Q(1J2) ~ Q2(1J) 

from which (A2) follows. 

(A9) 

Lemma III. Given a sequence of convex functions 
M1J) which converge to a limit f(1J) as k --t co, the 
left and right derivatives satisfy 

Proof· Since M1J) and hence f(1J) are convex the 
left and right derivatives exist everywhere. Given 
1Jo choose 8 > 0 and E > O. Then there is a ko such 
that for k ~ ko 

IM1Jo + 8) - f(1Jo + 8)1 :::; E, IM1Jo) -f(1Jo)1 :::; E, 

and 

IM1Jo - 8) - f(1Jo - 8)1 :::; E. (All) 

= L: exp (lA .. + hIB,,) exp (lA .. + h2Bn). (A3) By the convexity of M1J) at 1Jo we have 
II 

By Cauchy's inequality therefore 

exp F(1J) :::; [L: exp (A" + 1J1B,,)]! .. 

(d-/d1J)M1Jo) ~ [M1Jo) - M1Jo - 8)]/8 

and for k ~ ko 

~ [f(1Jo) + E - f(1Jo - 8) + E]/8. (AI2) 
x [L: exp (A .. + 1J2B,,)]!. .. (A4) Similarly 

For any orthonormal set,pm Peierls' theorem16 states (d+/d1J)M1Jo):::; [f(1Jo + 8) - f(1Jo)]/8 - 2E/8. (AI3) 

(A5) Let k --t co and then let E --t 0 to obtain .. 
Applying this to (A4) and taking logarithms yields 
(A2) as required. 

Lemma II. If f,(1J) = In q,(1J) (t = 1, 2, 3, ... ) 
is a set of convex functions and Q(1J) = L:, q,(1J) 
then F(1J) = In Q(1J) is also convex. 

Proof. We have 

Q(1JI)Q(1J2) - Q2(1J) = L: [q,(1JI)q,(1J2) - q;(1J)] , 

By the convexity of f,(1J) 

q,(1J) :::; qt(1JI)qi(1J2) (A7) 

so that the first sum in (A6) is positive and the 

(AI4) 

and 

. d+ 
hm sup d- M1Jo) :::; [f(1Jo + 8) - f(1Jo)]/8. 

k--.a> 1J (AI5) 

On letting 8 --t 0 the right-hand sides tend to 
(d-/d1J)f(1Jo) and (d+ /d1J)f(1Jo) , respectively, which 
yields (A1O). 

Lemma IV. If f(1J, y) is convex in 1J and continuous 
in Y for small1J and y,. :::; Y :::; Yb then if the derivative 
m(y) = (af/a1J)~_o exists it is continuous for Yo :::; 
y :::; Yb' 

Proof· Choose any Yo in (y,., Yb)' For any sequence 
Yk (k = 1, 2, 3, ... ) in (Ya, Yb) for which Yk --t Yo as 
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k --t co, we have by continuity in y for small enough 
'1/, f('1/, Yk) --t f('1/, Yo). Since the sequence of functions 
M'1/) = f('1/, Yk) and their limit f('1/, Yo) are convex in '1/ 

we may apply Lemma III to conclude 

(J- (J-
(J'YI f('1/, Yo) :::; lim inf a f('1/, y) 

., ~U. '1/ 

• (J+ (J+ 
:::; lun sup (J- f('1/, y) :::; -(J f('1/, Yo). 

~U. '1/ '1/ 
(A16) 

JOURNAL OF MATHEMATICAL PHYSICS 

The existence of m(y), the derivative at '1/ = 0, yields 
immediately 

lim m(y) = m(yo) , (A17) 
1/-+110 

which implies the continuity of m(y) at y = Yo. More 
generally (A16) shows that the right and left deriva­
tives m+(y) and m-(y), say, are upper and lower 
semicontinuous, respectively. 
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A comparison is made between the expression for the boson-fermion scattering amplitude, in a 
model theory, obtained by renormalizing Feynman diagrams, and the one that originates from the 
dressed-particle picture. A proof is given of a surmise, previously verified to sixth order, that the two 
expressions for the transition amplitude are identical, although the former stems from a theory that 
leads to paradoxes from which the latter is exempt. The proof of the identity of the two representa­
tions is extended to transition amplitudes in which a weak interaction, considered to first order, is 
modified by a strong one considered to all orders. It is shown how the operations in the dressed-particle 
picture directly lead to iterations in terms of the physical mass and coupling constant, whereas the 
expressions obtained from the Feynman diagrams require renormalization before they have this form. 

I. INTRODUCTION 

T HE theory of quantized boson fields interacting 
with fixed sources that have only a finite number 

of degrees of freedom (like spin and isospin, for 
example), has been extensively studied in the history 
of quantum field theory. Some of the early work 
on quantized fields was done with this type of 
theory.l About ten years ago extensive use was made 
of these model theories to represent actual low­
energy pion-nucleon processes2

; and these models 
have served and continue to serve as mathematical 

* Based upon a dissertation, submitted to the faculty of 
the Graduate School of Arts and Sciences of New York Uni­
versity, in partial fulfillment of the requirements for the de­
gree of Doctor of Philosophy. 

t National Science Foundation Cooperative Graduate 
Fellow. . 

t Supported by the Nat.ional Science Foundation. 
1 G. Wentzel, Quantum Theory of Fields (Interscience Pub­

lishers, Inc., New York, 1949). 
2 G. F. Chew and F. E. Low, Phys. Rev. 101, 1570 (1956); 

M. H. Friedman, T. D. Lee, and R. Christian, Phys. Rev. 
100, 1494 (1955); A. Pais and R. Serber, Phys. Rev. 105, 
1636 (1959); 113, 955 (1959). 

models for realistic field theories. It is in this last 
capacity that static model theories will be examined 
in this paper. They are well suited for this purpose 
because they strongly resemble fully relativistic field 
theories in those respects in which the latter exhibit 
their most challenging and interesting pathologies. 
In spite of these important similarities, the static 
model theories are nevertheless mathematically 
much simpler to understand than their fully rela­
tivistic counterparts, and questions which are still 
unresolved for the latter, can be understood in the 
case of the former. Scattering in the case of static 
model theories has been treated by a number of 
alternative methods. In the first place, the traditional 
approach to quantum field theory has been invoked3

: 

In this procedure, a time-dependent scattering wave­
function is used to represent the combined target­
projectile system. The incident wave (as well as 

3 S. Schweber, An Introduction to Relativistic Quantum 
Field Theory (Harper and Row, New York, 1961), Chapter 11. 
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the asymptotic limit, as time ~ ex> , of the scattered 
wave) is presumed to be an n-particle eigenfunction 
of the interaction-free part of the Hamiltonian, and 
a linear singular integral equation for the transition 
matrix is derived.4 The latter is expanded into the 
Liouville-Neumann (or Born) series in a form which, 
for relativistic theories, would be manifestly covar­
iant. The results of evaluating the individual terms 
of this series markedly resemble those that appear 
when fully relativistic field theories are treated: A 
set of Feynman rules can be constructed for static 
model theories and, higher-order terms in the series 
(the radiative corrections) exhibit divergent inte­
grals in the case of point sources. These divergent 
integrals can be divided into various classes such as 
"fermion,,5 self-energy parts, vertex parts and wave­
function renormalization parts. The major difference 
between these theories and fully relativistic ones lies 
in the absence of boson self-energy parts in the case 
of the former, and therefore the absence of the re­
normalization constant Za in static theories. More­
over in static model theories, in the place of Ward's 
identity of electrodynamics, the relation d"1:. (E) / dE = 
- Ai (E) holds, where "1:. (E) is the sum of all proper 
self-energy parts and AiCE) is the sum of all proper 
"internal" vertex parts. The latter differ from the 
regular vertex parts by having the contribution from 
each diagram differently weighted by some diagram­
dependent number (usually an integer). These the­
ories require coupling constant, fermion self-energy 
and fermion wavefunction renormalization; in the 
case of interactions for which the skeleton vertex 
parts are logarithmically divergent (such as the 
Lee model6

; the Ruijgrok-Van Hove7 model and 
the charge-symmetric scalar model) only finite in­
tegrals remain after renormalization, as is also the 
case in some relativistic theories such as quantum 
electrodynamics. 

In response to criticisms that questioned the con­
sistency of the renormalization program,8 and that 
deplored its ineffectuality in anything other than 
power-series expansions, (in spite of its success in 
quantum electrodynamics) alternative treatments 
of the scattering process were devised. 

• B. A. Lippmann and J. Schwinger, Phys. Rev. 79, 469 
(1950); M. Gell-Mann and M. L. Goldberger, ibid. 91, 398 
(1953). 

& We will refer to the static source as the "fermion" in 
this paper. . 

6 T. D. Lee, Phys. Rev. 95, 1329 (1954). 
7 T. W. Ruijgrok and L. Van Hove, Physica 22,880 (1956); 

24, 185 and 205 (1958); 25, 357 (1959). 
8 G. Kallen, Kgl. Danske Videnskab. Selskab Mat.-Fys. 

Medd. 27, 12 (1953); Helv. Phys. Acta 25,417 (1952); L. Van 
Hove, Physica 18,901 (1952); R. Haag, Kgl. Danske Viden­
skab. Selskab Mat.-Fys. Medd. 29, No. 12, (1955). 

The particular alternative approach to scattering 
in field theories, which we will here concentrate on, 
is based on a scattering theory due to Ekstein which, 
succeeds in eliminating the requirement that the in­
cident wave (and the asymptotic limit, as t ~ ± ex> , 

of the scattered wave) be an eigenfunction of an 
interaction free Hamiltonian Ho, or in fact of any 
operator at all. 9 The importance of this theory lies 
in the fact that, in the first place, in freeing us from 
the need to force the incident and asymptotic wave­
functions to be eigenfunctions of Ho, it allows us 
to avoid an important paradox which has far reach­
ing consequences. In the second place, the theory 
enables us to derive a set of integral equations for 
the scattering transition amplitudes (in this case, 
nonlinear singular integral equations) which, though 
quite likely poorer in content than the linear equa­
tionslo obtained from the traditionally invoked, older 
scattering theory, still allows us to obtain an iterative 
expansion of the scattering transition amplitude. 
This iterative solution exhibits the surprising feature 
that the divergences previously discussed completely 
fail to appear in this case. This feature of the theory 
is discussed further in succeeding sections. 

II. DYNAMICS OF STATIC MODEL 
FIELD THEORIES 

The Hamiltonian for the typical static model 
theory is given by H = Ho + Hl where Ho and Hl, 
the "free field" and interaction Hamiltonians, re­
spectively, are given by 

(Ia) 

and 

The boson and fermion operators obey the com­
mutation rules In, nt} = 1 and [ak.a, a:.Il] = OKkOa.ll, 
respectively. We will here use the charge-symmetric 
scalar theory as an illustrative example; in that case 
V k •a = gU(k)Ta(2wk)-! where g is the so-called 
"bare" coupling constant and T a is the isospin opera­
tor. The Hamiltonian H for this problem commutes 
with the total isospin operator so that no reference 
need be made to charge states in this problem. 
Hence the isospin indices can be suppressed here­
after. 

If we restrict our investigation to that sector of 
the entire space characterized by having a nucleon 

• II. Ekstein, Phys. Rev. 101, 880 (1956). 
10 The nonlinear equations for the Lee Model allow for 

spurious solutions; for example: L. Castilleyo, R. H. Dalitz, 
and F. J. Dyson, Phys. Rev. 101, 453 (1956). 
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occupation number 1, then the spectrum of Ho 
consists of a discrete nucleon state of energy M 0, 

and a continuum of eigenstates from Mo + m (where 
m is the boson mass) to infinity. Similarly the total 
Hamiltonian H has a spectrum consisting of a dis­
crete state of energy M and a continuum of eigen­
states from M + m to infinity. 

It is possible to evaluate the discrete eigenfunction 
of H in closed form; if we define IN) by 
(H - M) IN) = 0, then IN) can be shown to be 
given byll 

IN) = (Z2)![1 + (M - Ho - RH1R)-lRH1] IN), (2) 

where IN) is the eigenstate (Ho - Mo)IN) = 0 and 
R is the projection operator that eliminates the state 
in which there are no bosons. Since the lowest eigen­
value of the operator Ho + R HIR is higher than M, 
the operator in the above expression is nonsingular. 
A second expression for IN) that we also will have 
recourse to is12 

IN) = lim (Z2f!11 + (M - H ± i1)flHIJ IN). (3) 
~-o 

In this case, unlike that of states in the continuous 
spectrum, the direction from which 1) approaches 
zero is immaterial. [HI in Eq. (3) is given by HI = 
HI - oM and Ho = Ho + oM, where oM = 
M - Mo.] 

The scattering formalism that has traditionally 
been applied to field theory problems is one in which 
the exact time-dependent wavefunctions have been 
forced to approach eigenfunctions of the interaction­
free Hamiltonian asymptotically as t ~ ± 00. This 
has resulted in the definition of a time-dependent 
t/t(t), composed of a narrow spectral packet of spec­
trally pure eigenstates t/t(E) such that t/t(t) = 
"f,EfCE, Eo)t/t(E) exp [-iEt] where fCE, Eo) is a narrow 
packet function centered about Eo. t/t(E) can 
be represented as the zero time eigenfunction 
(H - E)t/t(E) = 0, and is given by the integral 
equation4 

1/I(±)(E; 1/) = ",(E) + (E - Ho ± i1)-IHI1/l(±)(Ej 1) 

(4) 

and 1/I(±'(E) = lim (1) ~ 0)1/I<±)(E; 1); here (±) 
denotes outgoing for the (+) and incoming for the 
( -) case. The equation can be formally resolved as 

t/t(±)(E; 1) = ",(E) + (E - H ± i7Jf1H 1",(E), (5) 

11 G. C. Wick, Rev. Mod. Phys. 27, 339 (1955). 
12 B. S. DeWitt, "The Operator Formalism of Quantum 

Perturbation Theory," Radiation Laboratory, University of 
California, Berkeley, California; DCRL Report 2884 (1955), 
Chapter 6. 

and the transition amplitude is given by the "T 
matrix," T(+'({3; a) = (",(p)IHdf~:D or T(-'({3;a) = 
(f(-) ((3) IHll",Ca» which, two, are identical on the 
energy shell. It can be shown that f(±'(t) can be 
explicitly constructed by a transformation, 13 

Since this transformation is a weighted sum of 
unitary transformations,14 we should not be surprised 
if it itself is nonunitary. In the case of static model 
field theories, it does in fact transpire that t/t(t) and 
tpCt) are not unitary transforms of each other, so 
that t/t(E) and tp(E) are not normalized the same way. 

In the scattering theory of Ekstein9 the time­
dependent wavefunction w(t) is also written as a 
narrow packet of spectrally pure states 

wet) = "f,Ef(E, Eo)w(E) exp [-iEt] 

and weE; 11) is given by 

w(:)(E; 71) = <b(E) + (E - H ± i7J)-\(E). 

In this case, however, <beE) is taken as the true as­
ymptotic wavefunction, and is not required to be 
a solution of the equation CHo - E)<bCE) = O. In 
field theories, <beE) will be taken as the product 
wavefunction of one-particle solutions, <beE) = 
U1 (el)U2(E2) '" Un (E,,), where (H - E.)U, = 0 
and E = l:,E,. In static model theories, since the bare 
boson already is a solution of the exact Schrodinger 
equation, the asymptotic states will have the form 
<b(k1, ••• ,kn ) = a~ (1) ••• a~ (n) IN). Time-dependent 
packets of these states satisfy the time-dependent 
equation (H - iajat) <b(t) = 0 only in the limit 
t ~ ± (X) , but not in general.15 The time-independ­
ent states x (E) in this theory are given by 
(H - E)<b(E) = xCE). Although x(E) reduces to 
H 1<b(E) for those cases in which the asymptotic states 
really do satisfy the equation (Ho - E)<b(E) = 0, 
(as in potential scattering from short-range poten­
tials), this is not in general the case in field 
theories. For the case of boson-fermion scattering 
in this particular model theory the equation 
(H - M - wk)a: IN) = V k IN) holds; thus Xk 

differs from H la: IN) by much more than the absence 
of the "dressing" of the fermion in the latter case. 

The scattering transition amplitude in this for­
malism is given by 

R<+)({3; a) = l.;x({3) I w(+)(a)} (9a) 

13 M. Gell-Mann and M. L. Goldberger, Ref. 4. 
14 B. S. DeWitt, Ref. 12, p. 45. 
16 G. C. Wick, Ref. 11; H. Ekstein, Nuovo Cimento 4, 

1017 (1956). 



                                                                                                                                    

1656 H. GELMAN AND K. HALLER 

and 

R(+) and R(-) again are identical on the energy 
shell, and the S matrix is given by 

S(p; a) = oa,~ - 27rio(Ea - E~)R(P; a), 

so that the R matrix plays the kinematic role that 
the T matrix has in the older theory. 

The first question that must be answered in an 
attempt to understand the relation between the 
two alternate forms of scattering theory, is whether 
the wavefunctions in the "adiabatically switched" 
scattering theory are correct, 

Criteria have been established16 for deciding when 
the "adiabatic switching" Hamiltonian may legit­
imately replace a constant Hamiltonian and as­
ymptotic packets of eigenstates of the interaction­
free Hamiltonian. These are that the continuous 
parts of the spectrum of Hand Ho must overlap 
and that the T matrix itself must exist and have a 
Jeft- and right-hand derivative on the energy shell. 
Since M and M 0 are not identical, the first of these 
conditions is not satisfied for the case of Ho and H 
in Eqs. (la) and (lb). This difficulty is however 
easily removed by rewriting H as 

(10) 

where 

(lOa) 

and 

HI = ~k,a(Vk,aak,a + V~,aa~,a) - oMntn (lOb) 

and taking Ho as the interaction-free Hamiltonian. 
The inclusion of the so-called self-energy correction 
term in Ho and HI does not, however, eliminate the 
problem of asymptotic approach. Van Hove17 has 
pointed out that, even when the self-energy cor­
rections are included, packets of the eigenstates 
~(kl' ... , kn) of Ho are not the asymptotic forms of 
1fo(t). We will here present a simplified and somewhat 
modified version of Van Hove's argument: 

All of the time-dependent wavefunctions can be 
written 

and 

where u(E) is the representation of the ostensible as­
ymptotic state and veE) is given by (H - E)u(E) = 
veE). It is part of the kinematic framework of all 
of the scattering theories here discussed that 
lim (t -7 =F CX) Wi) (t) = 0; this follows either from 
the externally applied" adiabatic switching" or from 
some simple theorems in complex analysis and as­
sumptions about the integrability of transition ma­
trix elements off the energy shell. IS It is immediately 
apparent that (W) IW) must remain a constant 
in particular (W) IW) = (~I(t) 1~I(t) at all times: 
therefore also at t = O. Hence the two inner products 
(rp(E) Irp(E) and (1fo(E) 11fo(E) must be identical; but 
this is not the case for static model field theories. 
These latter are among a class of theories that have 
so called "persistent effects." The transition am­
plitudes (even with self-energy corrections included) 
have the form 

T(q; p) = Doq,p + [T(q; p)]' (12a) 

or, more generally if 

with 

T(q; p) = lim (71 -7 O)T(q; p : 71), 

then 

T(q; p : 71) = D(71)Oq,p + [T(q; p : 1/)]'. (12b) 

[T(q; P : 71)]' is chosen so that [T(p; p : 71]' = o. 
D(71) is called the diagonal, [T(p; p : 71)]' the off­
diagonal part of T(p; p : 71). When the self-energy 
correction is not included in the Hamiltonian then 
in all but the most trivial instances 19 the T ~atrix . ' has dIagonal elements (namely, the self-energy 
graphs). When the self-energy corrections are in­
cluded, however, so that HI is the interaction 
Hamiltonian, the diagonal element D disappears 
precisely because the self-energy correction sub~ 
tracts all the contributions from the self-energy 
graphs. Let us define the inner product 

X(q; p) = (1fo(+) (q) I 1fo(+) (P) 

= lim lim (1fo(+)(q; E) 11fo(+)(P; 71), (13) 
E-O ,,-0 

(11) which can be written 

where 

16 H. E. Moses, Nuov~ Cimento 1, 103 (1955). 
17 L. Van Hove, PhyslCa 21, 901 (1955). 

X(q; p) = lim lim {(NI aq 11fo(+) (P; 1/) 
E~O ,,-.0 

(lla) +l(NI aqHl(E. - H - ie)-1 11fo(+)(P; 71)}. (13a) 

18 H. E. Moses, Ref. 16. 
19 As, for example, in N-B scattering in the Lee Model. 
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From substituting for a! IN) from Eq. (5), we have 
that 

(NI a I"'(+)(P' » = B + lim T(q; p : '17) .• (14) 
q ¥' , '17 q,p _". + . ." 

11-0 Wp --« ",' 

In evaluating the second term on the right-hand 
side of Eq. (13a), we must be careful to remember 
that (H - M - w,,)1/t(+) (P; '17) r= 0 until after the 
limit '17 -+ 0 has been reached. Therefore, if we let 
'17 -+ 0 first, we have 

lim (NI aqH 1(Eq - H - itf! !1/t(+)(P» 
..... 0 

= lim (NI aqH1 11/t(+)(p»[wq - w" - ier1 

..... 0 

(15) 

It is easy to verify, by direct calculation that 
reversing the order in which the two limits are taken 
leaves the above result unchanged. We have, there­
fore, that 

[ 
• (D('17) - D )] A(qi p) = Bq .1> 1 + hm _ +. 
~ .... o w" w. ~'17 

Since we are only concerned with the case in which 
q = p, and since [T(+)(p; p : '17)]' = 0, we have that 

A(P; p) = 1 + lim D~'17). (16a) 
~ .... o ~'17 

The diagonal part D ('17) can be shown to be given by20 

D('17) = i'17(Z2 - 1) + 0('172
) (17) 

and we obtain that >-(p; p) = Z2; therefore, the 
properly normalized eigenstate ;PCp) must be written 

;pC"')(Pi'17) = (Z2)-l[1 

-1 t + (M + w" - H ± i'17) HIJap IN), (18) 

and, since according to Eq. (2) (Z2)1 = (N IN), we 
have Zz < 1. Hence a; IN) cannot be the asymptotic 
state for 1/t(+) (p) even when the Hamiltonian already 
includes the self-energy correction. 

m. TRANSITION AMPLITUDES IN 
DIFFERENT REPRESENTATIONS 

A. T and R Equations 

For both the T and the R matrices, integral 
equations can be simply derived by substituting 

10 B. S. DeWitt, Ref. 12, Chap. 10. 

Eqs. (4) and (7), respectively, into the expressions 
for T and R, and then inserting the unit operator 
expressed as 1 = rp,,) (rp" in the case of T, and 1 = 
w,,) (\]{" in the case of R. As already pointed out, this 
procedure, in the case of the T matrix, is the starting 
point of the usual Dyson-Ward method in quantum 
field theory, in which infinities are removed by 
renormalization. 

In the case of the R equations, this procedure 
results in a set of equations, the first one of which 
is (the isospin indices a, (3 refer to bosons of momenta 
p and q, respectively) 

- L [RC+)(qik)RC+)*~;k) 
k Wk - W. - ~'17 

+ R(+)(p; k)R(+)*(q; k)] 
Wk + w. 

_ f [RC+)(q; k(l), ... k(n»Rc+l*(p; k(l), .... ken»~ 
.. =2 WkCll + ... WkCn) - W. - ~'17 

+ R(+)(p; k(l), ... k(n»RC+)*(q; k(l), ... ken»~] 
WkCll + ... WkCn) + W. • 

(19) 

Here R(+)(Pi k(I), .,. ken»~ with n > 1 refers to 
inelastic production processes, and g, is the" dressed" 
or renormalized coupling constant. The complete 
set of these equations is easily generated and the 
resulting equations are readily recognized as the 
Chew-Low equations. 

An earlier form of these equations were obtained 
by Low21 in a derivation that took, as its point of 
departure, the S matrix in the conventional formula­
tion of field theory. Since it is an S-matrix element 
that is treated in this work, the T-matrix element 
that is expanded is restricted to the energy shell, 
though the integral equation that is derived involves 
similar T-matrix elements off the energy shell. It 
is to be noted in this connection that the T and R 
matrices are not simply related off the energy shell; 
it will be apparent that, because of the difference 
between the behavior of the T and R matrix elements 
off the energy shell, the T-matrix, in its spectral 
representation, is not directly iterable in terms of 
dressed particle parameters as is the R-matrix. 

It was shown by one of US
22 that when the integral 

equations (19) are iterative the following results are 
obtained: (1) the iterative integrals are all finite 
and involve "dressed" particle parameters only; (2) 

21 F. E. Low, Phys. Rev. 97, 1392 (1955). 
22 K. Hailer, Phys. Rev. 120, 1045 (1960). 



                                                                                                                                    

1658 H. GELMAN AND K. HALLER 

up to sixth order, all iterated terms agree with the 
results of renormalizing the matrix elements cor­
responding to the appropriate Feynman diagram; 
(3) wavefunction renormalization diagrams never 
appear when a diagrammatic analysis is made of 
the iteration series, though all other types of dia­
grams can be located in these expressions. 

When judged from the point of view of the very 
different behavior of the asymptotic states in the 
two scattering theories and from the inconsistencies 
in the application of the "adiabatic switching" for­
malism to this problem, the identity of these two 
results is quite remarkable. It is no less of interest 
that the fact that the R-matrix theory is free of any 
unphysical parameters, and along with them of 
divergent integrals, stems from the use of the proper 
asymptotic states. In the succeeding portions of 
this paper, we provide a general proof of this identity, 
which was previously demonstrated up to sixth 
order. We also examine the origin of the connection 
between the appearance of infinities and the use of 
improper representations of the asymptotic states. 

B. Identity of the Exact Wavefunction in the Bare­
Particle and Dressed-Particle Representations 

It is possible to demonstrate that the properly 
normalized Gell-Mann-Goldberger wavefunction/3 

If;(±) (:P), and the Ekstein wavefunction, w-(:P), are 
identical for the one-fermion, n-boson case. It was 
previously demonstrated that (Z2)-i is the proper 
normalization for 1f;(±)(:P). 

The normalized GG wavefunction for the one­
boson case is given by Eq. (18). Use of the identity22 

(E - H ± i1)-la; = a;(E - H - w" ± i1)-1 

+ (E - H ± i1)fl Vp(E - H - w" ± i1)fl (20) 

leads to 

1f;(±)(:P) = [a; + (M + w" - H ± i1)-IVp] 

X {(Z2)-![1 + (M - H ± i1)-IH1] IN)}, (21) 

which, upon identification of the curly-bracketted 
term as the physical fermion IN) (Eq. 3) leads to 
the result 

behavior of the GG wavefunction if;(t) and the 
Ekstein wavefunction w-(t) in the limit t -+ ± ex>. 
It must be recalled in this connection, that neither 
in the Ekstein nor the adiabatic switching theory 
are the asymptotic states calculated from the dy­
namics of the theory; instead, as in the so-called 
"axiomatic" treatments of field theory,24 the asymp­
totic behavior of wavefunctions is postulated. The 
situation can be quickly summarized by remarking 
that 

[~I(O)]G-G + [~~"')(O)]G-G = [h(O)h + [~~±)(O)]E' 
but 

[~I(O)]G-G ~ [~I(O)h and [~~±>CO)]G-G ~ [~~±)(O)]B; 

it is therefore not the wavefunction If;(p) that is 
wrong, but rather the naive surmise, lim [t -+ ± ex>] 
[~~"')(t)]G-G = 0, that is in error. It is, of course, only 
~(±) (0) itself that appears in the transition amplitude 
(in either theory). 

C. Identity of Normalized Transition Amplitudes 
on the Energy Shell 

The T-matrix element for the fermion-boson scat­
tering process 

fermion + (boson)p -+ fermion + (boson)q 

is given by 

T(+)(q; p) = ('P(q) IHll if;(+)(:P». (23) 

If we define a "normalized transition amplitude", 
T(q; p) = (Z2)-IT(q; p), then we can show that, on 
the energy shell T(q; p) = R(q; p). 

If we make use of the identity proven in the pre­
vious section, we can write 

T(+)(q; p) = (Z2f![(NI aqH1a; IN) 

+ (NI aqH 1(M + w" - H - i1)f l Vp IN)]. (24) 

We have that 

(NI aqH1a! IN) = (\.p(NI HI IN) 

+ (NI Vp(H - M + w"f l V! IN) 

(22) and 

A straightforward generalization of this argument 
in the appendix extends this proof to the n-particle 
case. 

The identity of these two wavefunctions at zero 
time stands in marked contrast to the asymptotic 

23 We will henceforth abbreviate Gell-Mann-Goldberger 
as GG. 

(NI aqH1(M + w" - H - i1)fl Vp IN) 

= (NI V~(M + w" - H - ilJflVp IN) 

+ (NI HlaiM + w" - H - i1)-IVp IN). 
----

24 See, for example, H. Lehmann, K. Symanzik, and W. 
Zimmermann, Nuovo Cimento 1, 1425 (1955); 2, 425 (1955); 
and 6, 319 (1957). 
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Applying Eq. (21) we have that 

(NI H1aiM + w" - H - il1f1 Vp IN) 

-(NI H1(M + w" - w. - H - il1)-l 

X Vp(H + w. - M)-lV: IN) 

- (NI H1(M + w" - w. - H - il1)-l 

X V:(H - w" - M - il1f1 Vp IN). 

Therefore, the normalized T-matrix element is given 
by 

T(+)(q; p) = (Z2)-1 

X [(NI {1 + H1(M + w" - w. - H - il1fl} 

X {V![M + w" - H - il1r1 Vp 

+ Vp[M + H + w.r1V!} IN)]. (25) 

Comparing with Eq. (3) we observe that for w. = w" 

T(+)(q, p) = {(NI V![M + w" - H - il1r1 Vp IN) 

- (NI Vp[M + H + w.r1V: IN)}, (26) 

and, therefore, T(+)(q; p) = R(+\q; p). Moreover, 
the expansion parameter of R(q; p) is gp = 
g(N'1 T,. IN)/(N'I T,. IN), the physical coupling 
constant, and the latter is given by gp = g(Z2/ZI) 
and is identical to the renormalized coupling con­
stant.26 The iterative series expansion of R(q; p) 
and the renormalized series for T(q; p) therefore 
are shown to be expansions of the same quantity 
in terms of identical parameters, and must be equal 
within their radius of convergence. It is noteworthy 
that the appearance of T(q; p) instead of T(q; p) 
in these formulas accounts for the absence of wave­
function renormaIization graphs in the expansion of 
R(q; p). 

In the adiabatic switching theory, after the ex­
pressions corresponding to their respective Feynman 
diagrams are renormalized, there is an over-all 
factor of (Z2)-1 that appears in T(q; p), multiplied 
by an expression that consists of "renormalized" 
quantities only. This factor of (Z2)-1 is accounted 
for by wavefunction renormalization and (Z2)1 is 
associated with each of the external fermion lines, 
though, properly speaking, on external self-energy 
correction should provide a factor of Z2 for each 
externalline.26 This is the only feature of the tradi­
tional renormaliza tion program in which the normali­
zation of anything is changed, and which can not be 

26 G. F. Chew, Phys. Rev. 93, 341 (1954); G. C. Wick, 
Ref. 11. 

26 B. S. DeWitt, Ref. 12, Chap. 10, especially Eqs. (10.86)­
. (10.94). 

described as a rearrangement of terms in a series 
that represents the same quantity. We see here that 
the additional factor (Z2)-1 can be taken out at the 
start, that its appearance in T(q; p) stems in part 
from an erroneous normalization of the GG wave­
function and in part from a misidentification of the 
asymptotic scattering state; and, that it is T(q; p) 
and not T(q; p) that is identical to R(q; p) on the 
energy shell.27 

Equation (25) also shows us how T(q; p) differs 
from R(q; p) off the energy shell: When w" and w. 
are not identical, the wavefunction (Z2)-![1 + 
(M + Wp - w. - H - il1)-lH1] IN) is not identifiable 
either as an eigenstate or an asymptotic state in 
the Ekstein theory; even if one were to insert 
11 = wn) (wn into the right-hand side of Eq. (25) with 
w" ;zf w., the resulting integral equations could not 
be iterated exclusively in terms of physical coupling 
constants, and infinite integrals would continue to 
appear. It is only when all the states that appear in 
matrix elements are eigenfunctions of H or products 
of eigenfunctions of H that the absence of bare 
coupling constants and infinite integrals in the theory 
can be guaranteed. 

If one is satisfied to abandon the study of the 
T-matrix element off the energy shell a quite simple 
proof of the identity T(q; p) = R(q; p) can be given. 
If a, ~ denote two n-boson states, then 

(Z2)-1(l/It) I l/I~+» = 6,..(J - 27r'i6(E,. - E(J)T~; a) 

and 

(wt) I w~-» = 6,.,/l - 27r'i6(Ea - E(J)R~; a); 

then the identity of T(~;a) and R(~;a) on the energy 
shell follows from Eq. (23). 

D. The Mixed Representations for T and R 

Although, as was pointed out in the previous 
section, there is no spectral representation for the 
T matrix in which the iteration primitively proceeds 
in terms of the dressed-particle parameters, there 
is a so-called "mixed" representation, in which the 
T and R matrices appear jointly, and in which all 
other inhomogeneous terms are given in terms of 

27 It has, some,!imes, mistakenly been supposed that it is 
T(q; p) and not T(q; p) that is identical to R(q; p) [see for 
example, N. Fukuda and S. Kovacs, Phys. Rev. 104, 1784, 
(1956)]. This surmise was based upon the belief that the 
MplJer scattering operator can be used as a "dressing" 
operator to convert normalized bare to normalized physical 
particle eigenstates, and that this operator is unitary at least 
where there are no bound states. As has been pomted out 
(see for example, B. S. DeWitt, Ref. 12, Chap. 5, especially 
p. 45 and 48), this belief is in error by an important normaliza­
tion constant, which just accounts for the difference between 
the T and the T operators . 
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dressed-particle parameters. This representation is obtained by making the substitution indicated in Eq. 
(23) both in Eq. (9a) and in the equation for the T matrix. The resulting equations are 

(27a) 
and 

(27b) 

When the cloture relation is inserted into these equations, then, with the help of the previously cited 
identities we obtain 

TC+)(q' p) = R(+)*(p' q) _ g (w" - wq)(NI aq !N)u(p}ra 

, ,p (Z2)!W!v'2 

~ T(+)(q' k(1) ... k(n»R(+)*(p' k(l) ... ken»~ + (w - w) ~ , , , , • 
I> ... (WI> - Wk(1) - '" - Wk(n) + i'TJ)(w. - Wk(ll + ... - WkCn) - i'TJ) 

It remains now only to evaluate the expression (Z2)-!(NI a. IN). From Eq. (2) we have that 

(Z2r1(NI aq IN) = (NI (M - W. - Ht1V! IN) + (NI (M - w. - Htl 

X V!(M - Ho - RHIRtlRHl IN). 

Diagrammatic representation of the series expansion of these terms shows that 

(Z2)-ICNI aq IN)= [yu(q)TI1/(2w.)-iS(-w.)r"(0; -w.), 

(28) 

(29) 

(30) 

where SeE) is the self-energy part and r'(E, E') the external vertex part.25 Substituting the renormalized, 
finite expressions 

and 

we obtain 

[rBCE, E')], = Zlr'(E, E'), 

[SCE)], = (Z2t 1S(E), 

TC+)(q; p) = R{+'*(pj q) + g! u(~?2,,)r « (WI> - w.)(S( -wa)],[r'(O, -WI»], 

_ ( _ ) L: T(+)(qi k(l), ... k(n»R(+)*(p; k(l), ... ken»~ . 
WI> W. " (WI> - ww) - •.• - Wk(n) + i'TJ)(w. - Wk(1) - ••• - Wk(n) + i'TJ) 

(31) 

This equation can be directly iterated for T in terms of R, if we assume the series for R(P; q) known 
from the iteration of Eq. (19). Thus we get, for example, 

[T<+)(q; p)]'2) = g!u(q)u~) (TfJTa _ TaTIl) (32a) 
2(w"wa) w" w. 

and 

[T<+)( • )r4 ) = g!u(q)u(p) 1'" u
2
(k)k

2 
dk 

q, P (211"2)2(w"w.)1 0 W:(Wa + Wk)(W" - Wk + i'TJ)(wl> - Wa - Wk + i'TJ) 

X [T,BTaF(Wai W"i Wk) - TaT/lF(WI>; w.; Wk)] , (32b) 
where 

F(w.; WI>; Wk) = (wl>r1[4w!w" - 4w"w: + 2W:Wk + 5w!Wk + 2w.w% - oo"w; - 9w"w.Wk]' 

It is immediately apparent from these expressions that to these orders, although the T and the R matrices 
agree on the energy shell, they differ everywhere off the energy shell. 

IV. BOSON BREMSSTRAHLUNG AND OTHER RADIATIVE PROCESSES 

In view of the result that the T and R matrices are identical on the energy shell but differ everywhere 
else, it is of interest to study the case of such inelastic processes, as, for example, boson bremstrahlung 

11". + N -+ 11"" + 'Ya + N. 
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In this case, a Hamiltonian Hem provides a two- These equations lead to 
meson-photon vertex, and each of the two mesons 
interact with the static fermion. The latter inter- X(K) = V. IN) + H.ma! IN) (36) 
action is typically much stronger than the former. and 
HOlD is given by (p q) V tiN) ttl ) x, = p(¥q + H .m¥q N . 

with 

t + a-k,laQ-k,2 + a-k,lak-q,2], 

where aq •• (qlt a!.t(q) are the photon operators, and 
£(q) is the photon polarization vector. 

A typical diagram in such a process is one in which 
a meson of momentum 1e is absorbed, a meson of 
momentum (p + q) is scattered, and subsequently 
dissociates into a meson of momentum p and a 
photon of momentum q. Since on the energy shell 
for this reaction we have w. = w" + q, we might 
expect the matrix element for this process to depend 
on the R matrix, R<-)(1e, p + q), where the energy 
W K ~ Wlp+ql' We might therefore be led to think 
that for this case the choice of the asymptotic states 
\O(P) and rp(q) of Eq. (4) might not be as benign an 
inconsistency as it was shown to be in the previous 
sections for the Case of purely mesonic processes. 

The fact however is, that although the matrix 
element mr(1e; p, q) for meson bremsstrahlung is de­
pendent upon off-the-energy-shell R-matrix elements, 
there is nevertheless still agreement between cal­
culations carried out with the correct meson-fer­
mion asymptotic states, and with those states shown 
by Van Hove to lead to an inconsistent theory. This 
result is not, in fact limited to the bremsstrahlung 
process, nor even to any very particular form of the 
Hamiltonian; we will, however, use this process as 
an illustrative example which will be seen to be 
easily generalizable. 

Let us define the Hamiltonian 

(34) 

where 

Then let us define X(K) and x(p, q) for the as-

We can now write the bremsstrahlung transition 
amplitude 

(37) 

with 

~(-)(P, q) = a!a! IN) 
+ (M + Wp + q - H'I' - i71)-lX(P, q). (37a) 

If we eliminate all terms higher than first order 
in H."" and if we make use of aq(O - H ,),)-1 = 
(0 - q - H ,),)-laq, then we can write 

mrl(1e; p, q) = (NlapaqH.ma! IN) 

+ (NI V;(M + w" - H + i71)-J aqHern 

X (M + w. - H + i'f/)-lV. IN) 

+ (NlapaqH.m(M + w. - H + i71)-lV. IN) 

+ (NI V;(M + w" - H + i'f/)-laqH.ma! IN), (38) 

where the energy denominators operate to the left 
when to the left of a 'l , and to the right when to the 
right of a q • The first and fourth term on the right­
hand side can be combined to form 

kIl(1e; p, q) = (W<-l(P)I aqH.",a! IN) 

and the second and third terms form 

mr~(1e; p, q) 

= (w<-)(P) I ape",(M + w" - H + i71)-l V. IN), 
so that we have 

mrl(K; p, q) = (\ft<-l(p)! aqH.m 1'1'<+) (K». (39) 

This can be rewritten as 

mrl(K; p, q) = (\ft<-)(p) I X! !\ft(+)(1e». (40) 

Equation (23) allows us to rewrite Eq. (40) using 
GG wavefunctions 

mrl(1e; p, q) = (Z2)-1{1p(-l(p)I X! 11,€t(+l(1e)} (41) 

and, it can easily be shown28 that this is equivalent 
to the first-order term, in Hem, of 

ymptotic states a! IN) and a!a; IN), respectively, as mra- a(1e; p, q) = (Z2)-1 

X(K) = (H'I' - W. - M)a! IN) (35) 

x(p, q) = (H'I' - W" - q - M)a!a; IN). 

(42) 

28 M. L. Goldberger and K. M. Watson, Collision Theory, 
(John Wiley & Sons, Inc., New York, 1964), Sec. 5.4. 
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where !;'(+) (x) is given by 

!;,(+)(x) = <p(K) + (M + W K - Ho - H'Y + i1)-1 

X (H, + Hem)!;'(+)(K). (43) 

Equation (43) is the starting point of the traditional 
field-theoretic approach to this problem, which ter­
minates in the Feynman diagrammatic analysis and 
rules, and the Dyson-Ward renormalization pro­
gram, with the exception that as in the scattering 
problem, the wavefunction renormalization is in­
cluded in the formulation used in this paper. 

We see from the aforegoing that the equality of 
the Ekstein and the properly normalized GG wave­
functions is sufficient to allow us to substitute the 
improper "bare-particle" asymptotic states for the 
correct ones, even in the case of a "weak interaction" 
that is modified by a strong one, considered to all 
orders. In spite of this substitution we are led to 
correct, though unrenormalized, results by the itera­
tive expansion of the resulting transition amplitude. 

If we wish to examine the meson bremsstrahlung 
process to lowest order in e and g!, we observe that 
Eq. (40) can be written 

I ~ 2ie£(q) ·k 
:m; (K; p, q) = L..J (8qw W )I _.n k Iq-kl 

X ('l'(-)(P) 1 (ak,l + a~k,') l'l1n ) 

X ('l1n l (aq-k,2 + a~-q,2) 1'l1(+)(K», (40a) 

where ~n indicates a summation over a complete 
set of eigenstates of H. If we want :m;'(K; p, q) to 
order g! only, it is easy to see that for w. = Wp + q 
only the dressed-nucleon state contributes to the 
summation. Thus, using some well-known identities, 
we have to this order 

[:m;'(K; p, q)](2) = 2ie 

X [ 22wIQ+PI 2 R(+)(q + p; K) E(q)·P! 
(Wlq+PI - W.) (8qwlq+PIWp ) 

2wlq __ 1 R(-)(' ) E(q) 'K ] 
- 2 2 p, K - q ( )f . (Wp - Wig-_I) 8qwlq __ lw. (40b) 

If we write the R matrices to second order, in the 
"physical" coupling constant gp, we have 

I . 2{E(q)'KU(q)U(q - x) 
[:m; (K; p, q)](2) = -2'legp (8qWK)tW! 

X [(T2 Tao.,1 - TIT aO,,2) + (T aTIO.,2 - Ta T2o.,I)] 
p~p~ - (q - KMq - K)~ 

E(q) .pu(q + p)U(K) 
- (8qwp )tw! 
X [(TIT, - T.T,)Oa,2 - (T2T• - T.T2)Oa,,]}. (40 c) 

K~K~ - (q + pMq + p)~ , 

here, a, p refer to isospin indices of bosons of mo­
menta p and K, respectively. k~k~ is the four-dimen­
sional inner product taken on the mass shell. Equa­
tion (40b) demonstrates explicitly the appearance of 
off-the-energy-shell matrix elements of R(-) and 
R(+). If we evaluate the transition amplitude for 
this process by adding the expressions for the Feyn­
man diagrams in Fig. 1, we see that we obtain the 
same expression as in Eq. (40c). 

It is, however, equally clear that this process pro­
vides us with an important example of the difference 
between the R matrix and the T matrix for the 
elastic scattering process. If we had incorrectly be­
lieved that T and R were the same everywhere, on 
and off the energy shell, and if we had used the T­
matrix elements from Eq. (32a) in Eq. (40b), then 
we would have obtained the wrong expression for 
:m;'(X; p, q). 

FIG. 1. Feyman dia­
grams for boson brems­
strahlungin the charge­
symmetric scalar 
static-source theory. 
The diagrams include 
all process in the lowest 
order of the electric 
charge and the second 
order of the boson­
fermion coupling con­
stant; however, proc­
esses in which the 
boson-photon vertex is 
located on the incident 
boson line are not 
shown. The solid line 
represents the fermion, 
the dashed line the 
boson, and the wavy 
line the photon. 

APPENDIX: EQUALITY OF THE PROPERLY 
NO~UffiD GEL~~N~OLDBERGER 

STATE WITH THE EKSTEIN STATE, 
FOR n MESONS 

We first condense our notation so that scattering 
eigenstates with one nucleon, and r mesons of mo­
menta P., P2, ... , P., and isotopic spin indices 
ai, a(2) •.. , a., are denoted by 11f~±» for the Gell­
Mann-Goldberger states, and by 1'l1~±» for the 
Ekstein state. We will define aj to mean the operator 
ap(j).a(i). The energy E. is defined as 

Er = M + Wp(l) + ... + Wp(r}' (AI) 

The proof of equality is inductive and begins with 
the demonstration in Sec. III B, of the equality 
of the normalized GG state, with the Ekstein state, 
for one meson. We then compare the GG state with 
r mesons, to that with (r + 1) mesons, and simul­
taneously compare the Ekstein state with r mesons 
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to that with (r + 1) mesons. These states are given 
explicitly in our condensed notation by 

~;±) = (Z2r1(r!)- 1 

X [1 + (Er - H ± i,])-lHdII;_l,raJ IN) 

'11;"') = (r!)-l 

(A2a) 

X [1 + (Er - H ± i'T/)-l(H - Er)]IIi-1.ra; IN) 
(A2b) 

d d· t' f .7:(%) ,T,("') an correspon lllg equa IOns or 'Yr+ll "'r+l' 
In the case of these latter, we commute the meson 

operator a:+ 1 through to the left of the operators 
(Er+l - H ± i'T/)-lH lJ (Er+l - H ± i,])-l(E'+l -H), 
by using the commutation properties of at with H 
and with (E - H)-t, and the identity Eq. (21). 
By regrouping terms in the results and by comparing 
these results with Eqs. (A2a) and (A2b), we obtain 

identical recursion relations between Vi;!~ and Vi;"'), 
and between q,;!~ and '11;"'). These relations are 

(A3) 

Now suppose it has been proven that, for all integers 
up to some integer n, 

(A4) 

Then the identical recursion relations (A3) assure 
us that 

Since Eq. (A4) has already been proven directly for 
r = 1, the theorem of complete induction then as­
serts the truth of Eq. (A4) for all integers r. 
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Higher-Dimensional Periodic Systems 

CHARLES M. CHAMBERS, JR.· 

Lyman Laboratory of PhysiC8, Harvard University, Cambridge, Massachusetts 
(Received 15 February 1965) 

This short note describes a technique which is useful for solving higher-dimensional periodic 
systems in which a large amount of homogeneity and symmetry is absent. 

T HIS note describes a technique which is useful 
for solving higher dimensional periodic systems, 

such as harmonic lattices, diffusion in a lattice, 
etc., in which various boundary conditions destroy 
much of the symmetry which usually allows tractable 
analytic solutions. The technique yields more an­
alytically useful solutions than the usual normal 
mode series expansions. 

Let a higher-dimensional periodic system be de­
scribed by the following difference--difi'erential equa­
tions: 

F[w(d/dt)D, gl(t:.rl)D, ... , g .. (t:.r .. )D] = 0, 
(1) 

t:.r,f(ri) = fer, + 1) - fer,). 

wand g, are the time differential and difference 
operators of their respective arguments, D = D(t, r,) 
is the solution, and F is some functional relation 
among its arguments. 

Now consider the partial differential equations 

F and w have the same functional form as in Eq. 
(1), and the hi are new differential operators of 
their arguments. The general solution, P = pet, x;), 
will possess arbitrary functional properties in much 
the same way that the general solution of an ordinary 
differential equation possesses arbitrary constants 
of integration. I If we let these arbitrary functional 
properties depend on the indices r i in such a way 
that the following transformation equations hold 

g,(t:.r,)P(t, x" ri) 

= hi(iJ/iJx,)P(t, Xi' ri), i = 1, 2, ... ,n. (3) 

• NSF Postdoctoral fellow. 
I The simple equation y" + y = 0 possesses two complete 

solutions, y = Ccos(t + d), and y = Asint + Bcost. There 
exists an analytic relation between the constants A, B, C, d. 
However, there is no apparant analytic relation between the 
functional properties of two different general integrals of a 
partial differential equation. This is discussed in E. T. 
Whittaker and G. N. Watson, Modern Analysis (Cambridge 
University Press, Cambridge, England, 1940), p. 390. 

then it is clear that P, considered as a function of 
t, r i, is a solution of the original difference-differential 
equations, Eq. (1). The Xi become arbitrary pa­
rameters, and we assign them any particular values 
which simplify the form of the solution. 

Notice that if hi and gi had had the same func­
tional form, then we would have merely been re­
placing the differences by partial derivatives. The 
partial differential equations thus formed would be 
subject to all the unsymmetric boundary conditions 
of the original problem, and it would be quite 
difficult to construct general integrals. This is the 
method used by Bateman2 and Pinney3. The use­
fulness of the method presented here lies in the 
fact that by properly choosing the functional form 
of h, the resulting partial differential equations are 
as simple as possible. Well-known general integrals 
may then be obtained from standard references,4 and 
the unsymmetric boundary conditions are relegated 
to the transformation equations which, as can be 
seen from Eq. (3), are just one-dimensional difference­
differential equations. These equations are then 
readily solved by transform methods. 

As an application of this technique, let us examine 
the correlation function in a harmonic lattice as 
studied by Mazur and Montroll5

• In order to avoid 
a confusing rash of multiple indices, we limit our 
example to two dimensions. The results apply in 
any dimension. Consider a two-dimensional rectang­
ular lattice of mass m particles interacting har­
monically with their nearest neighbors. A particle 
is specified by the two discrete variables (rl, r2). 
The dimensions in the rl and r2 directions are 2NI 

2 H. Bateman, Bull. Am. Math. Soc. 49, 494 (1943). 
3 Edmund Pinney, Ordinary Difference-Differential Equa­

tions (University of California Press, Berkeley, California, 
1958), Chap. VIII. 

4 General integrals such as those of Helmholtz, Kirchoff, 
Weber, Poincare, Poisson, etc., may be found in any text on 
partial differential equations, e.g., I. N. Sneddon, Elements of 
Partial Differential Equations (McGraw-Hill, New York, 
1957). 

& P. Mazur and E. Montroll, J. Math. Phys. 1, 70 (1960). 
we follow the notation of this article. 

1664 
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and 2N2, respectively, and the corresponding spring 
~onstants are 1'1 and 1'2' The border particles in 
the rl direction, i.e., (±Nl' r2), are fixed while the 
corresponding particles in the r2 direction are free. 
The correlation function is pet, rl, r2), and the 
difference-differential equations describing it are 

(rruJ,2/dt2)p(t, rl , r2) = hlA2rl + 'Y2A2r2]P(t, rl , r2), 

-Nl + 1 < rl < Nl - 1, -N2 < r2 < N 2, 

(md2/dt2)p(t, rl, N 2) = 'YIA2rlP(t, rl , N 2) 

+ 'Y2[P(t, rl , N2 - 1) - pet, rl , N 2)], 

-Nl + 1 < r l < Nl - 1, 

(rruJ,2/dt2)p(t, Nl - 1, r2) = 'Yl[P(t, Nl - 2, r2) 

- 2p(t, Nl - 1, r2)] + 'Y2A2r2P(t, Nl - 1, r2), 

-N2 < r2 < N 2, (4) 

(rruJ,2/dt2)p(t, Nl - 1, N2) 

:::: 'Yl[P(t, Nl - 2, N2) - 2p(t, Nl - 1, N 2)] 

+ 'Y2[P(t, Nl - 1, Na - 1) - pet, Nl - 1, N 2)] , 

A2r;f(r,) = fer, + 1) + fer, - 1) - 2f(ri), 

p(O, 0, 0) = 1, with all other initial values zero. 
Since N l, N2 are finite, a discrete frequency spec­

trum is a natural result of this system. Now let p 

be a function of the fictitious variables Xl, X2 in 
such a way that the following transformation equa­
tions hold: 

a2 

-a 2 peri, Xl, X2) 
Xl 

= ~ {A2rlP(rl' r2, Xi), -Nl + 1 < rl < Nl - 1 

p(NI - 2, r2, x,) - 2p(NI - 1, r2, x,), 

a2 

-a 2 peri, Xl, X2) 
X2 

= ~ {A2r2P(rl' r2, X,), -N2 < r2 < N2 

perl' N2 - 1, x,) - perl' N 2, Xi)' 

Using these transformation equations in Eq. 
we obtain as the analog of Eq. (2) 

(5) 

(4), 

(6) 

This is just the scalar wave equation. A convenient 
general solution is given by the Poisson integral 

pet, x,) = (a/at)[Ml(t, x,)] + Mit, x,). (7) 

In this equation M j is a mean value over the unit 
sphere, i.e., 

t 1"12

" Mj(t, x,) = 41r ° 0 fj(xl + t sin 8 sin q" 

X2 + t sin 0 cos q,) sin 0 dO dq,. (8) 

Except for the initial conditions 

ft(XI' X2) = p(O, Xl, x2), Mxl, X2) = (a/at) 

x pet, Xl, x2)1._o, (9) 

the fl are completely arbitrary functions and may 
be assigned the indices (rl' r2). The initial conditions 
on p allow us to set f2 identically equal to zero. 
Assuming a separation of variables of the form6 

fl(rl, r2, Xl, X2) = Tl(rl , Xl)T2(r2, X2), (10) 

we obtain for the transformation equations, Eq. (5), 

a2 

-a 2 Tl(rl , Xl) 
Xl 

1'1 {A2rlTI(rl' Xl), -Nl + 1 < rl < Nl - 1 

= m Tl(NI - 2, Xl) - 2Tl(NI - 1, Xl), (11) 

a2 

-a 2 T2(r2 , X 2) 
X2 

1'2 {A2r2Tir2' X2), -N2 < r2 < Na 

= m TiN2 - 1, X2) - TiN2' X2)' 

These one-dimensional equations may be readily 
solved by the use of a double Laplace, Laurent­
Cauchy transform. Since the details are unrelated 
to this note and are documented elsewhere, we 
merely state the results,7 i.e., 

a> 

Tl(rl , Xl) = 1: (_)k J[2(rl + 2NIP), WIXl], 
p __ <:O 

(12) 
a> 

1: J[2(r2 + (2N2 + l)q), W2X2], 
CI",,-co 

where w, = 2 ('Y./m)i, and J[n, x] is the ordinary 
Bessel function of the first kind. 

6 Notice that although the transformation equations are 
one dimensional, they may be coupled so that the separation 
of variables will not always work. 

7 The Laurent-Cauchy transform, F(s), of a discrete 
function,j(n), n = 0, 1, ... ,is defined to be F(s) = "EJ(n)8-". 
By very elementary manipulations with geometric series, it is 
possible to derive a table of transform pairs from which the 
above results may be obtained. The usefulness of the trans­
form lies in its very efficient "bookkeeping" of the discrete 
variable indices. Truncated and polyatomic lattices, lattices 
with defects and impurities, higher nearest-neighbor inter­
actions, etc., can all be handled with great ease in a straight­
forward, operational manner. A reference article for this 
transform is Y. H. Ku and A. A. Wolf, Proc. IRE 48, 923 
(1960). For applications to various physical problelllS see 
C. Chambers and E. Kinzer, University of Alabama Research 
Institute Report No.9 (1964). 
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Assembling these results into the Poisson integral, 
setting the fictitious Xi equal to zero, and doing 
the tP integration, we obtain the final solution 

Letting N I , N2 ~ co, and rl = r, = 0, and ex­
panding p in a power series in t, we have the result 
which Mazur and MontrollS obtained by normal 
mode series expansion, 

x L' J2[(r l + 2N IP), tWit sin eJ 

'" (_ )"t2
" 

pet) = ~ (2n)! J.l.2", 

_ l ~ ('Yl)"-I('Y2)I(n)! (2(n - l»! (2l)!. 
J.l.2n - m" ~ [en - l)! (l)W 

(14) 

X J[2(r2 + (2N 2 + l)q), W2t cos eJ sin e de] . (13) 8 P. Mazur and E. Montroll, J. Math. Phys. 1,70 (1960), 
Eq. (5.9). 
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A class of highly symmetric ,nonrelativistic, Euclidean invariant, model scalar field theories are 
examined assuming the existence of field and momentum operators that satisfy the canonical com­
mutation relations (CCR). The high degree of symmetry that we assume permits explicit determina­
tion of every relevant CCR representation. These consist of a two-parameter family of unitarily 
inequivalent representations, some of which are irreducible while the others are reducible. It is demon­
strated that only those models that are analogs of the free field can be encompassed within the irre­
ducible representations. Hence every model with interaction-including an analog of the relativistic 
A¥,4 theory-requires a reducible CCR representation. For the reducible representations, we deter­
mine every relevant Hamiltonian operator possessing the required high degree of symmetry. These 
Hamiltonians, as well as the generators of space translations, cannot be expressed (solely) as func­
tions of the field and momentum operators, which is characteristic of any system with a unique 
ground state and reducible CCR representation. Nevertheless, it is demonstrated that these Hamil­
tonians, as well as the generators of space translations, fulfill the "weak correspondence principle," 
in which the expectation value of a quantum generator, such as the Hamiltonian operator, in a suit­
ably labeled overcomplete family of states is identified with the associated classical generator, such 
as the classical Hamiltonian. Our principal results depend on the existence and make extensive use 
of the countably infinite number of degrees of freedom existing in a field theory. Entirely analogous 
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1 A preliminary report on this work appeared in J. R. 
Klauder, Bull. Am. Phys. Soc. 9, 85 (1964); 10, 484 (1965). 
While the present paper is self-contained, it draws on many 
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series on Continuous-Representation Theory (CRT) by the 
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in collaboration with J. McKenna [J. Math. Phys. 5, 878 
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Assembling these results into the Poisson integral, 
setting the fictitious Xi equal to zero, and doing 
the tP integration, we obtain the final solution 

Letting N I , N2 ~ co, and rl = r, = 0, and ex­
panding p in a power series in t, we have the result 
which Mazur and MontrollS obtained by normal 
mode series expansion, 

x L' J2[(r l + 2N IP), tWit sin eJ 

'" (_ )"t2
" 

pet) = ~ (2n)! J.l.2", 

_ l ~ ('Yl)"-I('Y2)I(n)! (2(n - l»! (2l)!. 
J.l.2n - m" ~ [en - l)! (l)W 

(14) 

X J[2(r2 + (2N 2 + l)q), W2t cos eJ sin e de] . (13) 8 P. Mazur and E. Montroll, J. Math. Phys. 1,70 (1960), 
Eq. (5.9). 
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are of the general form 

H(f, g) = ![(f, f) + m~(g, g) + Vo{(g, g)}], (1) 

where mo > 0, (f, f) denotes the real inner product 
on VeRa), i.e., 

(f, g) == r f(x)g(x) dax, JR. (2) 

and where Vo {x), if it does not vanish identically, 
is a polynomial of degree exceeding one, 

N 

Vo{x} = L: VnX"j 2:S:; N < <Xl, (3) 
n-2 

positive in a sense to be made precise, but which 
includes the important examples where each v" ~ O. 
This class of Hamiltonians includes 

Hm.(f, g) = !C(f, f) + m~(g, g)], (4) 

an analog of the relativistic free fields, and 

Hm •. >.(f, g) = ![(f, f) + m~(g, g) + Mg, g)2], (5) 

a variant of the so-called "A~4-theory".2 Our models 
differ from relativistic models in the absence of the 
(gradient)2 terms in the free part and in the nonlocal 
nature of the interaction term. 

It should be clear that our class of Hamiltonians 
is invariant under the group OCR, <Xl) of real or­
thogonal rotations of L2(Ra) onto itself. For it fol­
lows from (1) that for all T E OCR, <Xl) [i.e., (Tf, Tf) = 
(f, f) for all f and T- 1 exists], we have 

H(Tf, Tg) = H(f, g). (6) 

These models represent infinite-dimensional an­
alogs of familiar models in particle mechanics 
that possess three-dimensional rotational symmetry. 
For this reason we refer to the model fields dis­
cussed in this paper as rotationally symmetric, or 
simply as RS models. While such models are not 
Lorentz invariant, they are Euclidean invariant, 
since the transformations 

(T{a, R}f)(x) == f(R-1(x - a), (7) 

where a is a three vector and R is an orthogonal 
3 X 3 matrix, form a subgroup of OCR, <Xl). We 
note further that our class of RS-model Hamiltonians 
are time-reversal invariant since H( -f, g) = H(f, g). 

In this paper we examine the quantum theory 
for the foregoing models. A conventional perturba­
tion approach to these models-such as for that 

2 The AI{>4 theory is discussed, e.g., by A. Salam, Phys. 
Rev. 82, 217 (1951); J. C. Ward, ibid. 84, 897 (1951); P. T. 
Matthews and A. Salam, ibid. 90, 690 (1953); T. T. Wu, 
ibid. 125, 1436 (1962); K. Symanzik (to be published). 

defined by (5)-is not straightforward in view of 
divergences that arise. A suitable cutoff serves to 
make the theory finite but only at the expense of 
the full symmetry of OCR, <Xl) (and it is not a priori 
clear that all results derived from cutoff theories 
necessarily converge to results of a no cutoff theory 
since orders of taking limits are being interchanged). 
Instead, we approach our model problems directly 
under what we feel to be three reasonable assump­
tions. First and foremost is the assumption of 
(smeared-in-space) field and momentum operators 
that obey the canonical commutation relations. This 
assumption is reasonable when we recall that even 
a divergent perturbation series, by itself, does not 
prohibit the field operators from fulfilling canonical 
commutation relations (CCR), as is examplified by 
perturbation in mass of a free field,3 and by other 
cases.4 Our two remaining assumptions-invariance, 
cyclicity, and uniqueness of the ground state, and 
invariance and spectral properties of the Hamil­
tonian-are very close in spirit to axioms of rela­
tivistic field theory,' apart, of course, from in­
corporating the high degree of symmetry inherent 
in our models. Let us spell out our assumptions 
explicitly and indicate their important consequences 
in this section, before proving these results in Secs. 
II and III. 

Fundamental Assumptions 

In terms of an abstract, separable6 Hilbert space 
S) with inner product ('1', cJ», linear in the second 
variable, and positive definite norm \\'1'11 == ('1', '1')\ 
our fundamental assumptions take the following 
form: 

(i) Representation of the Canonical Commutation 
Relations: 

There exist two Abelian groups of unitary oper­
ators W[f] and V[g], f, g E L2(R3) and real, such 
that V[O] = W[O] = I, the identity operator. In 
terms of the Weyl operators 

U[f, g] == exp {i!(f, g)} V[g]W[f] , (8a) 
----

a R. Haag, Kgl. Danske Videnskab. Selskab, Mat.-Fys. 
Medd. 29, 12 (1955). 

4 K. O. Friedrichs, Mathematical Aspects of the Quantum 
Theory of Fields (Interscience Publishers, Inc., New York, 
1953); L. van Hove, Physica 18, 145 (1952); 1. E. Segal, 
Mathematical Problems of Relativistic Physic8 (American 
Mathematical Society, Providence, Rhode Island, 1963). See 
also A. S. Wight~an and S. S. Schweber, Phys. Rev. 98, 812 
(1955); H. Araki and E. J. Woods, J. Math. Phys. 4, 637 
(1963). 

6 An especially readable account is that of R. F. Streater 
and A. S. Wightman, peT, Spin & Statistics, and All That, 
(W. A. Benjamin, Inc., New York, 1964). 

a See R. F. Streater and A. S. Wightman Ref. 5, p. 86, for 
arguments in favor of separable Hilbert spaces for quantum 
field theory. 
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we require that 

U[j, g]U[j1, gl] = exp {iU(f, gl) 

- (g, f1)]}U[j + f1' g + gl], (8b) 

which is the Weyl form of the CCR. The operators 
W[ef] and V[eg] , c real, are weakly continuous in c 
for all c and for all real f and g E L2(Ra). This 
weak continuity guarantees the existence of self­
adjoint smeared field operators rp(f) and momentum 
7r(g) such that 

U[j, g] = exp [i!(f, g)] exp [-i7r(g)] exp [irp(f)]. (9) 

With suitable domain conditions, it is these operators 
that fulfill the Heisenberg form of the CCR, 
[rp (f) , 7r(g) ]= i(f, g)I. [Our use of smearing func­
tions f and g identical to the classical fields of Eq. 
(1) is deliberate, as will become apparent shortly.] 

(ii) Cyclicity of the Representation, and Invariance 
and Uniqueness of a Cyclic Vector (the Ground State): 

There exists a vector cf>o-a cyclic vector-such 
that finite linear combinations of vectors of the form 

cf>[j, g] :; U[j, g]cf>o, (10) 

f, g E L2(Ra), are dense in the Hilbert space .5). 
We call the set ~ :; {cf>[f, gll an overcomplete 
family of states (OFS). The vector cf>o is invariant, 

(11) 

under all the unitary transformations U[T], T E 
OCR, ex», each essentially being defined by 

U[T]U[j, g]cf>o :; U[Tf, Tg]cf>o, (12) 

and extended to all of .5) by linearity and continuity. 
As a consequence, cf>o is invariant under the trans­
formations U[T{a, R}] corresponding to the Euclid­
ean group. There exists an antiunitary time-reversal 
operator ~ defined by continuity from 

M M 

~ 2: c;cf>[j;, g;] :; 2: c~cf>[ -f;, gil, 
i-I i-I 

under which cf>o is invariant, ~cf>o = cf>o. Apart from 
a phase factor, there is to be only one normalized 
vector cf>o E .5), IIcf>oll = 1, satisfying these invariance 
conditions. 

(iii) Spectral and Invariance Properties of Hamil­
tonian Operator: 

The time evolution is governed by a weakly con­
tinuous, one-parameter unitary group, U(t) = 

exp (-ixt), whose self-adjoint generator x, the 
Hamiltonian, has a nonnegative spectrum. The 

Hamiltonian-more precisely, U(t) for all t-com­
mutes with the unitary operators U[T], 

U[T]X = XU[T] , (13) 

for all T E OCR, ex». Under suitable domain condi­
tions we require that 

(14) 

The equation Xcf>o = 0 has a unique normalizable 
solution, the ground state cf>o, which is thus the 
cyclic vector of condition (ii). 

Free-Field Analogs 

The foregoing assumptions are fully satisfied in 
the RS analog of the usual free fields, whose classical 
Hamiltonians are given in (4). If cf>o denotes the 
ground state of the relevant harmonic-oscillator­
type Hamiltonian operator, then it is readily shown 
that 

(cf>o, U[j, g]cf>o) = exp {-Hm~l(f, f) + mo(g, g)]}. 

(15) 

Under the assumption of cyclicity, all relevant prop­
erties (i.e., up to unitary equivalence) of the rep­
resentation of U[f, g] can be deduced from the 
function7 

xc!, g; f, g) = (cf>[J, g], cf>[j, gJ) = exp {-iUCl, g) 

- (g, f)]}(cf>o, U[j - ], g - g]cf>o) , (16) 

which we call the reproducing kernel. 1 In particular 
the methods developed in CRT V (and discussed 
here also in Sec. II) demonstrate that for each 
mo value, the associated representation of the field 
operators are each irreducible and unitarily in­
equivalent to one another. This inequivalence of 
representations for the RS free-field models is in 
direct analogy to a corresponding inequivalence of 
representations for relativistic free fields for dif­
ferent mo values, which is well known.a 

General Aspects of the Operator Representations 

The functional form (15) for the reproducing 
kernel characterizes one class of CCR representa­
tions consistent with assumptions (i) and (ii). In 
Sec. II we solve completely the representation prob­
lem posed by conditions (i) and (ii) , and it is one 
of the central results of this paper that every CCR 
representation satisfying our assumptions has a kernel 

7 M. A. Naimark, Normed Ring8, (P. Noordhoff, Gron­
ingen, The Netherlands, 1959), p. 242. We note that only 
under exceptional conditions could a noncyclic CCR represen­
tation have a unique invariant ground state. 
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of the form 

(<I>o, UU, g]<I>o) == Xm.~(O, 0; f, g) 

= exp {-H~m-l(f, f) + meg, g)]}, (17) 

where 

m> 0, (18) 

The functional form of (17) is an almost immediate 
consequence under the assumption of the cluster de­
composition property;8 in essence our explicit proof 
in Sec. II justifies that assumption for the RS models 
in spite of their nonlocal interactions. 

The most extraordinary fact about Eq. (17) is the 
appearance of only two free parameters, m and ~. 
We show in Sec. II that each (m, ~) pair labels a 
unitarily inequivalent representation of the CCR. 
However, if the RS model Hamiltonians of Eq. (1) 
are to fit this into scheme at all, then the two pa­
rameters m and ~ must accomodate all suitable 
polynomial potentials Volx}' which in turn depend 
on any finite number of parameters. Thus it is 
manifestly impossible for each distinct RS classical 
Hamiltonian (1) to be associated with its own "per­
sonal" representation (up to unitary equivalence) 
of the field operators, in marked contrast to the 
situation for the subset of free-field RS Hamiltonians 
in (4). 

Of the two parameters, the value of m corresponds 
essentially to a choice of units and cannot profoundly 
influence the analysis. That leaves only ~ to carry 
the burden of incorporating the RS model Hamil­
tonians. Although each (m, ~) pair labels inequiv­
alent representations, only the special cases (m, 1) 
correspond to irreducible representations of the field 
operators in the sence that the only bounded op­
erators ffi that satisfy 

ffiUU, g] = UU, g]ffi (19) 

for all f, g E L2(Ra) are multiples of the identity. 
In the irreducible case we prove that the only RS 
models that can be incorporated are the free fields 
in (4) where mo = m. All other RS models, if they 
exist, require ~ > 1, for which the representation 
U[f, g] is reducible. That is, the operators ffi that 
satisfy (19) include other operators than just mul­
tiples of the identity. This makes possible the exist­
ence of operators that cannot be constructed (solely) 
as functions of the field and momentum operators. 
For e to be such an operator it sufficies that <I>o 

8 R. Haag, Phys. Rev. ll2, 669 (1958); D. Ruelle, Helv' 
Phys. Acta 35,34 (1962); H. Araki, Ann. Phys. (N. Y.) ll, 
260 (1960). 

be a nondegenerate eigenvector of e. {The argument 
due to Araki9 is as follows: If e is a function of the 
cp and 'lI' (precisely: if e is obtainable as a weak 
operator limit of finite sums of the Weyl operators), 
and ffi satisfies Eq. (19), then effi = ffie. But then 
e(ffi<I>o) = ffi(e<I>o) = c(ffi<I>o) :::} <B<I>0 = b<I>0, c and b 
scalars, since <I>o is a nondegenerate eigenvector of e. 
However ffiU[f, g]<I>o = U[f, g]ffi<I>o = bU[f, g]<I>() 
which implies ffi = bI contrary to the assumption 
of reducibility.} But this is just the property pos­
sessed by 3C from (iii) and by <P, the three in­
finitesimal generators of space translations, from (ii). 
Hence, in the reducible case (~ > 1), neither 3C 
nor <P can be expressed solely as functions of the 
field and momentum operators. 

Anticipating the form of the solution in the 
reducible case, let us at this point reformulate our 
basic classical Hamiltonian (1) by introducing a 
common coupling constant ~2 ~ 0 (which depends 
on ~ in a manner to be specified) so as to facilitate 
"turning on and off" the interaction Vo. We now 
replace (1) by 

H(f, g) = Hv.(f, g) 

= !C(f, f) + m~(g, g) + VO{~2(g, g)}], (20) 

where V 0 is still a polynomial as in (3). 

Weak Correspondence Principle 

Assume for the moment that 3C were a function 
of the field and momentum operators, as is in fact 
the case when ~ = 1. To secure reasonable quantum 
operators it is necessarylO to introduce a normal 
ordering in transcribing, for example, a classical 
Hamiltonian H(f, g) into a quantum operator 3C. 
However under a normal ordering the relation 

H(f, g) = (<I>U, g], 3C<I>U, gJ) (21) 

holds, which we call the weak correspondence prin­
ciple, or simply the WCP. The truth of (21) follows 
from considering weak operator limits of the normal­
order generating functional 

:e-, .. (kle'qJ(j): == U[j, k]/(<I>o, U[j, k]<I>o), 

j(x), k(x) E L2(Ra) and sufficiently small in norm, 
which in view of (8) fulfills 

(<I>U, g], :e-. r (kle'qJ (jl : <I>[f, gJ) = e-iU.kl+Hg. j). 

It is clear that our use of smearing functions f and 

g H. Araki, thesis, Princeton University (1960) (unpub­
lished). 

10 See, e.g., N. N. Boguliubov and D. V. Shirkov, Intro­
duction to the Theory of Quantized Fields, (Interscience Pub­
lishers, Inc., New York, 1959), translated by G. M. Volkoff. 
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g identical to the classical fields i and g has been 
in anticipation of Eq. (21) and the WCP.ll 

Now consider the case at hand, the reducible 
case (~ > 1) for which cP and X are not expressible 
as functions of the field and momentum. Let us 
consider cP first. Clearly cP exists since our representa­
tions admit continuous unitary representations of 
the translation group UlTra, I}] = exp (ia·cP). It 
is straightforward to calculate the matrix elements 
of cP from (7) and (12), which read 

(<1>[/, g], cP<I>[f, g]) = UU, Vg) - (g, Vf) 

+ i~m-l(l, Vi) + im(g, Vg)] xm.e(l, g; i, g), 

(22) 

for suitable i and g. In no sense can it be thought 
that 

(23) 

no matter how carefully the right side of (23) is 
defined.12 In short, the conventional correspondence 
principle [i.e., I(JcI (x) = g(x) ~ I(J (x) , etc. plus 
usual counter terms] is inapplicable here. Neverthe­
less, we note from (22) that 

(<I>[f, g], CP[f, g]) = (f, V g) (24) 

so that CP does satisfy the WCP since (f, V g) IS 

the classical generator of spacial translations. 
Let us now turn our attention to X when ~ ~ 1. 

The principal result proved in Sec. III is that for 
fixed m and ~ all Hamiltonians satisfying assumption 
(iii) have matrix elements of the form 

(<I>[J, g], Xy<l>[f, g]) = UCl + img, f - img) 

+ V{S·2(g, g)}]xm.eCl, g; f, g), (25) 

where the inner product involving f and g is still 
real and where 

f = 1 - ~-1 < 1, (26a) 

V{x} = v1x + Vo{x}, VI > O. (26b) 

The real function Vo{x} can be rather general al­
though we confine our detailed proof in Sec. III 
to polynomials Vo{x} of the form of (3). 

11 This relation between quantum and classical mechanics 
for particle problems was advocated in J. R. Klauder, Helv. 
Phys. Acta. 35, 333 (1962). A fuller discussion appears in 
CRT I! and CRT II!. 

12 It is instructive to formally calculate "matrix elements" 
in the OFS of the right side of (23) based on the reducible 
CCR representation not only to see the difference with (22) 
but to learn in fact that there is no operator with such "ma­
trix elements." 

The diagonal elements of (25) may be expressed as 

(<I>[f, g], Xy<l>[f, g]) 

= U(f, f) + m2(g, g) + VU·2(g, g)}] 

= U(f, f) + m~(g, g) + V OU·2(g, g)}], 

where we have set 

(27) 

Through this identification we have ensured that 
the diagonal elements of (25) equal H Yo (f, g) in 
(20). Moreover in the limit r2 = 0, mo = m, X m •• = 
X m.1 = Xm the free-field kernel, and the only pos­
sible diagonal elements of (25) are those of H",(f, g) 
in (4). Thus each Hamiltonian X y has acceptable 
behavior regarding vanishing of the coupling con­
stant. Merely by counting powers of the field op­
erators we find it emminently reasonable to regard 
H yo(f, g) as the classical Hamiltonian associated with 
Xv. Thus the Hamiltonians for the RS models satisfy 
the WCP, Eq. (21), in spite of the fact that X y 

is not expressible as a function of the I(J and 11'. 

It is important to emphasize for the RS models 
that H Yo (f, g) does not determine X y uniquely be­
cause it does not determine either the mass pa­
rameter m or the common coupling constant r2. 
[Remark: However, Xv is uniquely determined by the 
diagonal elements Hvo(f, g) and by the kernel X m.e, 
from which m and r2 may be found. For irreducible 
CCR representations for finitely many degrees of 
freedom, the degree to which the diagonal elements 
and the kernel determine the Hamiltonian operator 
is discussed in CRT III, Sec. 2.] Instead these two 
parameters must be treated phenomenologically. 
Curious as the indeterminacy of m and r2 in these 
models may seem, it nevertheless has its "purpose". 
It can be shown that the indeterminacy of r2 leads 
to the independence of the kernel X".. e on the 
entire set of coefficients {vn }. In turn, this inde­
pendence of {vn I can be shown to be necessary 
just for the Heisenberg equations of motion to exist. 

As an additional consequence we note that the 
independence on {vn } implies the existence of a kind 
of perturbation theory. This perturbation theory 
is not one in which the common coupling constant 
r2 is increased from zero to some finite value [such 
a perturbation theory is manifestly impossible since 
for each (m, ~) value the CCR representations are 
unitarily inequivalent]. Rather the perturbation is 
with respect to a free parameter, one on which the 
CCR representation does not depend. In the RS 
analog of the AI(J4 theory, where from (20) A = 
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V2r\ V2 is such a free parameter.13 We note further 
that even the Hamiltonian matrix elements are 
not analytic in the coupling constant at the origin. 
For the RS analog of the A,l theory, A = V2r' while 
the kernel depends on r2j at best the matrix elements 
in this case can be considered analytic in A! .14 

Lastly, although we have designed our models to 
exhibit Euclidean invariance, we choose our proofs 
so as to make no explicit use of this fact, nor even 
that the classical fields f(x) and g(x) are defined 
over all of space. If we drop Euclidean invariance, 
then similar remarks remain true for other classical­
field domains as well if we but reinterpret the 
scalar product (f, g) and the space L2(R3) as char­
acterizing any other separable, infinite-dimensional, 
real Hilbert space. In particular, entirely analogous 
results hold for a system in a IIbox" of finite volume 
0, where the classical fields f and g are restricted 
to be real valued elements of L2(O) and where the 
inner product (f, g) is given by (2) integrated over 
the finite domain o. 

While the RS models discussed here surely have 
no direct physical relevance, they clearly suggest 
the possibility that interacting relativistic field the­
ories may possess similar features, especially the 
feature of reducible CCR representations for which 
the weak correspondence principle may prove of 
value. 

n. PROOF OF GENERAL FORM FOR 
ROTATIONALLY-SYMMETRIC 

REPRODUCING KERNELS 

Our aim here is to derive the functional form in 
(17) on the basis of our assumptions (i) and (ii). 
We first begin by establishing the 

Functional Form and Continuity of the 
Reproducing Kernel 

In view of the invariance of the ground state 
under the unitary transformation U[T] of (12), it 
follows that 

(<Po, U[j, g]<Po) = (<Po, U[Tf, Tg]<po) (28) 

for all T E OCR, co), and thus that (28) is a func­
tion of the scalar invariants under OCR, co), which 
are only three in number: 

x == (f, f), (29a) 

13 We intend to examine the perturbation property of our 
models in greater length in a separate study of the solutions 
of our dynamical equations for the RS analog of the >'<p~ 
theory. 

I~ Compare, e.g., E. R. Caianello, A. Campolattaro, and 
M. Marino (to be published), who argue that the relativistic 
>-<P~ theory is analytic in >. - i and not in >.. 

Y == (f, g), 

Z == (g, g). 

(29b) 

(29 c) 

As f and g range over L2(Rs), the variables X, Y, 
and Z take on values in the range 

X ;::: 0, Z;::: 0, -(XZ)'::; Y::; (XZ)t. (30) 

We call this domain the physical domain for these 
scalar variables, and it is straightforward to show 
that it is a convex set. To exhibit the special func­
tional dependence, let us introduce the notation 

JeW, f), (f, g), (g, g)} == (<Po, U[j, g]<po). (31) 

In order to ensure the existence of self-adjoint 
smeared field and momentum operators, we have 
assumed a minimum degree of continuity, in par­
ticular that both 

(A, V[cfJ'l') , (A, W[cfJ'Ii") 

are everywhere continuous in c for all A, 'Ii" E X 
and f E L2 (R3 ). This weak continuity of the unitary 
operators implies strong continuityj15 i.e., that both 

II(V[cfJ - I)'l'11, IICW[cfJ - I)'l'11 

are continuous in c for all 1 E L2(R3) and 'Ii" E X. 
It is a straightforward deduction (by the use of 
triangle and Schwartz's inequalities) from this prop­
erty,t6 that Eq. (31) is jointly continuous in the 
four real parameters PI, P2, ql, q2, where 

f(x) = P1UI(X) + P2U2(X), 

g(x) = q1ul(x) + q2U2(X), 

and where for convenience we choose the u, arbi­
trary save for Cu" u/) = aill i, j = 1, 2. That is, 
it follows from the minimum continuity assumed 
that the function 

Je{p~ + P~, Plql + P2q2, qi + q:} (32) 

is jointly continuous for all real values of the four 
indicated variables. Since the domain of the argu­
ments in (32) clearly coincides with the physical 
domian of X, Y, and Z, it follows that Je{X, Y, Z} 
is continuous within the physical domain. Further­
more, the scalar product variables X, Y, and Z are, 
in turn, readily shown to be continuous functions17 
of the fields f and g in the L2 X L2 metric 

d(fl' gl; 12, g2) = IIfl - 1211 + llgl - g211, (33) 

II F. Riesz and B. Sz.-Nagy, Functional Analysis (Fredrick 
Ungar Publishing COlp.j>any, New York, 1955), p. 380. 

16 See, e.g., CRT IV, Lemma 3.2, or the proof by J. Lew, 
thesis, Princeton University (1960) (unpublished) which is 
quoted in CRT V, Sec. 2D. 

17 F. Riesz and B. Sz.-Nagy, Ref. 16, p. 199. 
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where II/W - (I, I). Since continuous functions of 
continuous functions are themselves continuous, we 
have established 

Lemma 2.1. Every reproducing kernel satisfying 
assumptions (i) and (ii) has the functional form 

(<1>0' U[j, g]<I>o) = x{(f, f), (f, g), (g, g)} (34) 

and is everywhere jointly continuous in I(x) and 
g(x) in the metric (33). 

A general CCR representation exhibits the prop­
erty 

(<Po, U[j, g]<I>o)* = (U[j, g]<I>o, <1>0) 

= (<1>0' U[j, grl<l>o) = (<1>0' U[ -I, -g]<I>o) 

while time-reversal invariance of <1>0 leads to 

(<1>0' U[j, g]<I>o)* = (:lU[j, g]<I>o, :l<l>o)* 

= (U[ -I, g]<I>o, <1>0)* = (<1>0, U[-I, g]<I>o). 

Applying these conditions to the form of X in 
Lemma 2.1, we obtain 

Lemma 2.2. Every reproducing kernel satisfying 
assumptions (i) and (ii) fulfills, in the notation of 
(29), the conditions 

X*{X, Y,Zj = xiX, Y,Z} = xiX, -Y,Zj, (35) 

i.e., X is real and it is even in the variable Y = (f, g). 

Explicit Fonns for the Reproducing Kernel 

The derivation of an explicit functional form for 
the reproducing kernel conveniently proceeds by an 
elementary use of the "tag test" introduced in 
CRT V. Consider the Weyl commutation relation 
in the form 

U[jk, gk] U[j, g] = exp {i[(fk' g) - (gk, I)]} 

X U[j, g]U[jk, gk]' 

Suppose Ik' gk, k = 1, 2, ... form a pair-sequence 
such that two conditions hold: (1) Ik' gk both converge 
weakly to zero in L2(Ra), i.e., for all I, g E L2(Ra), 
(fk, g) ~ 0 and (gk, f) ~ 0 as k ~ <Xl; (2) U[jk, gk] 
converges weakly to a bounded operator A, i.e., 
for all A, 'IF E JC, 

(A, U[jk, gk]'IF) ~ (A, A'IF) as k ~ <Xl. 

Clearly A depends on the chosen sequence Uk, gk}' 
Under the preceding two conditions, we find the 
important commutation property, 

AU[j, g] = U[j, g]A, (36) 

for all I, gEL 2 
(Ra). The norm of A satisfies IIA II ~ 1 

as follows from 

We call A the tag operator. 
It suffices for condition (2) above, that the weak 

convergence of the unitary operators U[lk, gk] be 
verified for sets {Ai}' {'IF i) of vectors whose finite 
linear combinations are dense in JCIS. As such sets, 
we can take the OFS {<I>[j, g]} itself. Thus condition 
(2) above is implied by the convergence of (<I>[], g], 
U[lk, gk]<I> [I, g)) for all ], g, I, g E L2(Ra). In tum, 
in view of the CCR's and condition (1) above, this 
convergence is ensured by the convergence of (<1>0, 
U[h + I, gk + g]<I>o) for all I, g E L2(Ra). Armed 
with this condition it is trivial to find suitable 
weakly convergent pair sequences Uk, gd: We need 
only ensure that 

x{(f + Ik' I + Ik), (f + Ik' g + gk), 

(g + gk' g + gk)} (37) 

converges for all I and g. 
For our class of suitable sequences, let us pick 

any real normalized set of weakly convergent func­
tions, Uk(X) E L2(Ra), k = 1,2, ... ,i.e., (Uk, Uk) = 1, 
and (Uk, g) ~ 0 for all g E L2(Ra), and set 

Mx) = PUk(X); gk(X) = quk(X) , (38) 

where p and q are arbitrary real numbers. [Such 
a sequence is manifestly given by an orthonormal 
set Uk(X), k = 1, 2, .... ] Then Eq. (37) becomes 

x{(/, I) + 2(f, Ik) + p2, (I, g) + (fk' g) 

+ (f, gk) + pq, (g, g) + 2(gk, g) + q2}, (39) 

which, in view of the continuity of X and of the 
weak convergence of Ik and gk to zero, converges 
for all I, g E L2(Ra) and all real values p, q, and has 
the value 

x{(f, f) + p2, (f, g) + pq, (g, g) + q'}. (40) 

Hence the sequences in (38) define bona fide tag 
operators A, and for them we have 

(<1>0, U[j, g]A<I>o) = x{(f, I) + p2, (f, g) + pq, 

(g, g) + q2} = (<1>[-1, -g], A<po) = (<I>[j, g], A<I>o). 

(41) 

We now observe from the form of this expression 
that for all T E OCR, <Xl), 

18 A. N. Kolmogorov and S. V. Fomin, Elements of the 
Theory of Functions and Functional Analysis, L. F. Boron, 
translator (Graylock Press, Rochester, New York, 1957), 
Vol. 1, p. 90. 
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(cJ>U, g], AcJ>o) = (cJ>[Tf, Tg], AcJ>o) 

= (U[T]cJ>U, g], AcJ>o) = (cJ>U, g], U[T]- 1AcJ>o). 

From the cyclicity of the CCR representation and 
the assumed uniqueness of cJ>o under all U[T], we 
conclude that 

(42) 

where a is some scalar depending on p and q, which 
we call the tag. In consequence, in the notation 
of (29), we find that 

xIX + p2, Y + pq, Z + q2} 

= (cJ>o, UU, g]cJ>o)a 

= xIX, Y, Z}a 

= xIX, Y, Z}X{p2, pq, q2}; 

here, in the last relation, we have evaluated the 
tag a by specializing to the case f = g = O. If we 
multiply this relation by X{p~, P1q1, q~}, then it 
follows that 

xIX + X', Y + yI, Z + Z'} 

= xIX, Y, Z}X{X', Y', z'}, (43) 

where X' = p2 + p~, Y' = pq + P1q1, Z' = q2 + q~. 
Hence (43) holds true for any points X, Y, Z and 
X', Y', Z' in the physical domain as defined by (30). 

Since X is continuous and X{O, 0, O} = 1, there 
is an open, convex neighborhood, m-, about the 
origin in the physical domain where xIX, Y, Z} ~ O. 
But then X never vanishes, for it follows from (43) 
that for any positive integer n, 

X {nX, nY, nZ} = (X{X, Y, Z})" ~ 0 

for a point X, Y, Z E m-. Our further discussion is 
conventional in nature and is conveniently carried 
out in terms of the everywhere-continuous func­
tion W(X, Y, Z) defined by 

xIX, Y, Z} == e-W(x,y,Z), 

which is subject to the normalization condition 
W(O, 0, 0) = O. Equation (43) then implies that 

W(X + X', Y + Y', Z + Z') = W(X, Y, Z) 

+ W(X', Y', Z'). (44) 

For any positive integer n, we find 

W(nX, nY, nZ) = nW(X, Y, Z), 

and thus for any positive rational n/m, 

W(nX/m, nY /m, nZ/m) = (l/m)W(nX, nY, nZ) 

= (n/m)W(X, Y, Z). 

From the continuity of W it then follows for all 
real, nonnegative s that 

W(sX, sY, sZ) = sW(X, Y, Z). (45) 

We note that any W may be decomposed as 

W(X, Y,Z) = W(IYI, Y, IYi) 

+ W(X - IYI, 0, 0) + W(O, 0, Z - IYi); 

and combining this with (45) we have 

W(X, ±IYI, Z) = IYI·W(l, ±1, 1) 

+ (X - I Yi)W(l, 0, 0) 

+ (Z - I Yi)W(O, 0, 1) 

== AX +B± IYI + CZ. 

From (44) there follows the condition 

W(2X, 0, 2Z) = W(X, Y, Z) + W(X, - Y, Z), 

and it thus follows that B+ = -B_ == B. Hence, 
we have shown that 

W(X, Y, Z) = AX + BY + CZ 

for some complex A, B, and C. In tum we see that 

xIX, Y, Z} = e-AX-BY-CZ. (46) 

From Lemma 2.2, it follows that A and C are real 
while B = O. From the bounded property of X (i.e., 
Ixi :::; 1) we obtain A 2:: 0, C 2:: O. 

Further limits on A and C follow from the fact 
that we require X to generate a CCR representation, 
and are immediate consequences of the analysis in 
CRT IV and CRT V since each of the present 
field representations can be constructed as an in­
complete tensor product representation. Let us ex­
pand each test function as follows: 

'" 
f(x) = 2: p"h,,(x) ; p" = (h", f), (47a) 

'" 
g(x) = 2: q"h,,(x); q" = (h", g), (47b) 

where {h,,(X)} is an arbitrary complete orthonormal 
sequence in L2(R3)' Then, considered as a function 
of the sequences {p,,} and {qn}, each of the relevant 
kernels are of the product form 

'" 
X(O, 0; {p,,}, {q,,}) = II exp [-(Ap! + Cq!)]. 

,,-1 

For this function to generate a CCR representation 
it follows from CRT V that it is necessary and 
sufficient that 

X(O, 0; p, q) == exp [_(Ap2 + Cq2)] (48) 
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correspond to a CCR for a single degree of freedom. 
It is a consequence of von Neumann's uniqueness 
theorem19 that every such single-particle representa­
tion is expressible in the form 

X(O, 0; p, q) = L: L: ~*(x + !q, y)e+ iPZ 

X ~(x - !q, y) dx dy. (49) 

A direct consequence of the representation (49) is 
the square integrability of X and the constraint 

L: L: IX(O, 0; p, q)12 (dp dq/27r) ~ 1, (50) 

equality holding if and only if the single-particle 
representation is irreducible and when ~(x, y) = 

~O(X)~I(Y)' almost everywhere.20 Applying (50) to 
the form in (48), we determine the necessary condi­
tion AC 2:: -h-. Adopting this condition on A and 
C, let us set C == m/4, m > 0, and A == U4m, 
~ 2:: 1 so that 

X(O, 0; p, q) = exp [-H~m-lp2 + mq2)]. (51) 

It is straightforward to show that this kernel can 
be generated from (49) by the function 

~(x, y) = [m2(1 - f)/7r2]i 

(52) 

where 

Tk E O(R, CX», k = 1, 2, ... ,and choose a sequence 
Tk that converges weakly to zero on L2(Ra). One 
such Tk sequence is given as follows: Let hn(x) 
be an arbitrary complete orthonormal sequence and 
expand f(x) as in (47a). Then, we may choose 

k ~ 

(Tkf)(x) == L: Pk+1-nhn(x) + L: Pnhn(X) , 
n-l n D k+l 

which is a symmetric transformation such that 
T~ = 1. It is straightforward to show from (46) 
that as a consequence of the convergence of the T k , 

the operator sequence {Uk} converges weakly to 
the projection operator onto <1>0' Now let iF be an 
arbitrary vector invariant under Uk, UkiF = iF, 
for all k. 

Then, for all A E X, we have 

(A, iF) = (A, UkiF) = lim (A, UkiF) 

= (A, <1>0)(<1>0' iF), 

from which it follows that iF = c<l>o, c = (<1>0, iF), 
demonstrating the uniqueness of the invariant state 
<1>0' Thus we can summarize the foregoing in 

Theorem 2.1. Every CCR representation satisfy­
ing (i) and (ii) has a reproducing kernel of the form 

(<1>0' U[f, g]<I>o) 

= Xm.E(O, 0; f, g) 

= exp {-H~m-l(f, f) + m(g, g)]}, (54) 

0~!<1. (53) where m > 0, ~ 2:: 1. We refer to these representa­
tions as the" (m, ~) representations"; they are ir­
reducible when ~ = 1, and reducible when ~ > 1. 

Only when! = 0, i.e., ~ = 1, does ~(x, y) have a 
product form ~O(X)~I(Y) leading to an irreducible 
representation; for all ~ > 1, there follows! > ° 
so that the CCR representation is reducible. We 
take up a further study of the reducible representa­
tions sUbsequently. 

It remains to show that the CCR representations 
of the exponential form (46) actually possess a 
unique state <1>0 invariant under U[TJ. For cyclic 
CCR representations admitting the Euclidean trans­
lation group, Araki has shown uniqueness of the in­
variant state whenever the CCR representation pos­
sesses the cluster decomposition property,21 the heart 
of which can be summarized by remarking that the 
operator sequence Ok == U[T{ka, I)], a ~ 0, con­
verges weakly to the projection operator onto <1>0. 
Because of our effort to avoid any actual use of 
Euclidean invariance, we first set Uk == U[TkJ where 

11 J. von Neumann, Math. Ann. 104, 570 (1931). See also 
the related discussion in CRT IV. 

10 These properties are proved in CRT IV and CRT V. 
11 H. Araki, J. Math. Phys. 1, 492 (1960), Theorem 6.1. 

[Remark: We observe that if we drop the unique­
ness condition on <1>0 from assumptions (i) and (ii) , 
then the most general cyclic representation has a 
reproducing kernel of the form 

(<1>0' U[f, g]<I>o) = f exp {-Ha(f, f) + 2b(f, g) 

+ c(g, g)]}du(a, b, c), 

where ±b enters the integral with the same weight 
and where the measure u respects the conditions 
a > 0, c > 0, and ac 2:: b2 + 1, almost everywhere 
in u. This result may be obtained as follows: If 
we denote the tag operator A of Eq. (41) by A[p2, 
pq, l], then the introduction of a second tag op­
erator shows that 

x{(f, f) + p2 + p'\ (f, g) + pq + p'q', 

(g, g) + q2 + q,2} = (<I>[f, g], A[p2, pq, q2] 

X A[p,2, p'q', q,2]<I>O), 
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from which we learn (if we set i = g = 0) that the 
kernel itself is determined by these few tag operators. 
Since the various A operators commute and the 
ones in question are self-adjoint, we can appeal to 
standard theorems on the spectral representation 
of self-adjoint semigroups22(&) and on the joint spec­
tral representation of commuting operators22 (b) to 
determine the form of the integrand above. The pa­
rametric restrictions are consequences of the positive 
definiteness of the Hilbert space inner product. 

Our result is a generalization of an earlier one 
given in Ref. 22(c) for the "universally invariant 
states," which possess still higher symmetry [es­
sentially, a function only of (t, f) + (g, g)] than 
the" rotationally invariant states" considered here.] 

We now show that each of the (m, ~) representa­
tions are unitarily inequivalent to one another. 
From Eqs. (36) and (42) it follows that 

AUU, g]4>o = UU, g]A4>o = aUU, g]4>o; 

therefore A = aI on a dense set of vectors and hence 
on the whole Hilbert space. However in this case 
the tags, a, are unitary invariants. Let us assume 
that a unitary operator V exists such that for all 
ik, gk E L2(Ra), U'[fk' gk] = VU[h, gk]V-l. If ik, gk 
is a sequence satisfying conditions (1) and (2) above 
for U, then the existence of a weak limit for U' 
follows from the existence of a weak limit for U, 
and furthermore 

= VA V-I = VaIV- 1 = aI. 

mute with all U[T], T E OCR, CD); by (iii) U(t) E 
{ U[Tll'. Now any <B E { U[T]} I obviously has 
matrix elements (4)[t', g'l, <B4>[i, g]) which are a 
function of the ten scalar invariants (t', f'), ... , 
(t', g), '" , (g, g). Our first step below is to show 
that in fact if CB E {U[T]}" then 

(4)[t', g'], CB4>U, g J) 

= A{(f/, f), (f', g), (g', f), (g', g)} 

X (4)U', g'], (4)0)(4>0' 4>[i, gJ) 

= C{(f', i), (f', g), (g', i), (g', g)} 

X Xm.e(t', g'; i, g), (56) 

the second form following from the first. Suppose 
now that 4>[i, g] C ~3C' the domain of X, then 
(56) predicts that 

(4)U', g'], X4>U, gJ) 

= G{(f', f), (f', g), (g', f), (g', g)} 

X Xm.e(f', g'; i, g). (57) 

It is a straightforward consequence of (8), for 'T 
real and e = e(x) E L2(Ra), that 

(4)U', g'], e- iQ
'(6)Xe

ir"(')4>U, gJ) 

= G{(f' + 'Te, i + 'Te), (i' + 'Te, g), 

(g', i + 'Te), (g', g)} Xm.e(f', g'; i, g). (58) 

Under further domain restrictions, we take a partial 
derivative of (58) with respect to 'T, and then set 'T=O 
so as to obtain the matrix elements of -i[<p(e), X]. 
Next we take (14) into account and note that 

The various tags appropriate to the present examples 
follow from Theorem 2.1 as (4)U', g'], 1I'(e)4>U, gJ) 

a = X{p2, pq, q2} = exp {_H~m-lp2 + mq2]) , (55) 

which are unequal to one another for all p and q 
for different (m, ~) pairs. Hence we have established 

Theorem 2.2. For the (m, ~) representations whose 
reproducing kernels are given in Theorem 2.1 each 
(m, ~) pair labels a unitarily inequivalent representa­
tion of the CCR's. 

m. HAMILTONIAN OPERATORS FOR 
ROTATIONALLY SYMMETRIC MODELS 

We now take up the question of the introduction 
of dynamics in the form of an evolution operator 
U(t) = exp (-itX), which satisfies assumption 
(iii) of Sec. I, so as to verify Eq. (25). Let {U[T]}' 
denote the set of all bounded operators that com-

22 (a) Reference 16, p. 395; (b) Ref. 16, p. 290; (c) I. E. 
Segal, Illinois J. Math 6, 500 (1962), Theorem 1'. 

= U(e, t' + i) + im(e, g' - g)]Xm.e(f', g'; i, g). 

As a consequence, if a = (t', f), b = (f/, g), c 
(g', f) and d = (g/, g), we learn that 

{(e, t' + f) a~ + (e, g) a~ + (e, g') a~}G{a, b, c, d) 

= U(e, t' + f) + im(e, g' - g)] (59) 

for all t', g', i, g and all e. Choose t, 1', g, and g' 
all nonzero and linearly independent and choose e 
orthogonal to any three of them in turn. From 
such a resultant set of equations it follows that 
the most general solution of (59) has the form 

G{a, b, c, d} = Ua - im(b - c) + m2d + F{d}]. 

= ![(f' + img', i - img) + F{(g', g)}]. (60) 

In this determination, F remains arbitrary and 
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we must appeal to additional properties to fix F. 
For example, from JC<I>o = 0 it follows that 
G{O, 0, 0, O} = 0, so that F{O} = O. But more 
important is the requirement that JC really be a 
bona fide self-adjoint operator. This requirement 
forces the identical vanishing of F, i.e., F == 0, in 
the irreducible cases (~ = 1). It might be supposed 
that only one or possibly a few functions F would 
be admissible when ~ > 1, but that is not the case 
as we shall see. We now fill in the essential steps 
in the foregoing outline. 

Case of Irreducible CCR Representation 

For convenience let us introduce the "normaliza­
tion" 

N = (<I>o, <I>[j, gJ) = exp {-Hm-l(f, f) + meg, g)]} 

and the complex field hex) = f(x) - img(x). Then 
it is a consequence of (16) that we may write 

(<I>[J, g], <I>[f, gJ) = NN exp [!m-l(Ji*, h)]. (61) 

It is immediately clear that we can now introduce 
a bosonlike Fock-space representation,23 

in fact the case. In consequence {U[ Tl} I is Abelian. 24) 
Equation (64) establishes (56) for the (m, 1) rep­
resentations and furthermore shows in this case that 

A { (J, f), (h g), (g, f), (g , g)} 

= A{(l + img, f - img)} 

G {(J, f), (J, g), (17, f), (g, g)} 

= G{(l + img, f - img)}. 

So long as <I>[f, gl C :Dx, it follows from these rela­
tions that 

G{(!" f), (1', g), (g', f), (g', g)} 

= G{(f' + img', f - img)J. 

On comparison with (60) we learn that 

F = constant = O. 

It remains to exhibit a self-adjoint operator JC 
with the proper matrix elements that satisfies (iii). 
But this operator is clearly the analog of the Har­
monic oscillator. In particular, if bn = e-·nml in 
(64), then we are assured25 of the existence of a 
self-adjoint JC such that 

(62) (<I>[f', g'], exp (-itJC)<I>[f, gJ) 

in which 

'" 
<I>[j, g] = N :E EEl [h(x l ) ••• h(x .. )] (63) 

n-O 

with inner product (61). Consequently, any <B E 
{U[Tll I has matrix elements of the form 

(<I>[J, gJ, <B<I>[j, gJ) 

= exp [!m -l(e- imt 
- 1)(f' + img', f - img)] 

X X m(!', g'i f, g). (65) 

The remaining conditions of (iii) as well as the 
fulfillment of the necessary domain conditions to 
validate the preceding calculations follows imme-
diately from Eq. (65). We summarize these results in 

= NN t I(i )" b .. (h*, h)" .. _on. m 

Theorem 3.1. For the (m, 1) representations the 
(64) only Hamiltonian JC that fulfills (iii) is the free 

field RS model whose matrix elements are 
for an arbitrary uniformly bounded set of complex 

(<I>[f', g'], JC<I>[j, g') bn • Any possible term in the sum (64) of the form 
(h*, Ji*)(h, h), etc. is prohibited because it does not l(f' +. 'f' ) (f' , f ) = "2 ~mg, - ~mg Xm ,g; ,g. 
correspond to matrix elements of a bounded op-

(66) 

erator. (Stated otherwise, the decomposition Case of Reducible CCR Representation 

'" 
U[T] = :E EEl U .. [T] 

n=O 

determined by (63) is a decomposition into mutually 
inequivalent irreducible representations, which is 

23 Yu. V. Novozhilov and A. V. Tulub, Method of Func­
tionals in the Quantum Theory of Fields (Gordon and Breach, 
New York, 1961); H. Araki and E. J. Woods, J. Math. Phys. 
4, 637 (1963). For emphasis on the analyticity aspects see 
1. E. Segal, Illinois J. of Math. 6, 500 (1962); Mathematical 
Problems of Relativistic Physics (American Mathematical 
Society, Providence, Rhode Island, 1963), Chap. VI; V. 
Bargmann, Proc. Nat. Acad. Sci. U. S. 48, 199 (1962); See also 
CRT V, Sec. 3E. 

Once again we let N denote a ltnormalization", 

N = (<I>o, <I>[f, gJ) 

= exp {-H~m-l(f, f) + meg, g)Jl. 

But for efficiency we wish to examine a class of 
Fock-space representations simultaneously. For that 
purpose let us introduce 

u(x) == ~t cos (8 + a)f(x) - im cos (8) g(x), (67a) 

24 M. A. Naimark, Ref. 7, p. 287. 
26 F. Riesz and B. Sz.-Nagy, Ref. 16, p. 383. 
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vex) == ~! sin (0 + ex)f(x) - im sin (0) g(x), 

where 0 is an arbitrary real angle, and 

cosex==C!<I, 

(67b) afforded by (70) is such that the representations 

sin ex = (1 - cli == r > o. 
It follows from these definitions that 

m-l[(u*, u) + (v*, v)] = ~m-IcJ, f) 

+ meg, g) + i[(J, g) - (g, f)], 

which holds independently of O. Consequently we 
have 

(4)[J, g], 4>[f, gJ) = NN 

X exp am-l[(u*, u) + (v*, v)]}. (68) 

Again we introduce a Fock-space representation23 

but now we require a It two boson field" form. 26 

That is, we set 
0> 

are disjoint for different S (no subrepresentation of 
one is equivalent to a subrepresentation of the 
other), but the U s[T] representations are reducible. 
Each U s[T] is decomposed into a finite direct sum 
of irreducibles, some of which are equivalent, by 
reduction of 

~s = :E EB ~"." 
n+p=S 

under the permutation group. In consequence 
{U[T]}' is not Abelian, but every self-adjoint op­
erator in, or associated with {U[T]}' has pure point 
spectrum.} On recognizing the definition of u and 
v from (67) we note that Eq. (71) establishes the 
validity of (56) in the reducible case. 

A special class of operators CB6,). E {U[T]}' for 
each 0 and A ;::: 0 is determined by 

~ = :E EB ~!.", (69) ., 
CBe.x4>[f, g] = N :E EB e-nXmu(x l ) ••• u(x .. ) n,p-O 

the decomposition depending on the choice of 0 
in (67), and for which 

0> 

4>[f, g] = N :E 
".p=o 

(70) 

the inner product being given by (68). For any 0 
this decomposition makes plausible the form of 
matrix elements for the most general bounded op­
erator CB E {U[T]}' as 

., 1 
(4)[J, g], CB4>[f, gJ) = NN ... ~o n!p!(2my+" 

n,p=O 

It follows that CB6,). = exp (-AJee), where Jes is a 
bona fide positive (unbounded) self-adjoint operator. 27 

Clearly we have 

(4)[J, {j), exp (-AJee)4>[f, gJ) 

= NN exp am-l[e-Xm(u*, u) + (v*, v)]} 

= exp [!m-l(e-Xm - 1)(u*, U)]Xm.~cJ, g; f, g). 

In particular, if 0 = 0, Eq. (67a) leads to u(x) = 
f(x) - img(x). Thus there exists a self-adjoint op­
erator Jeo such that 

X ~ ~ b (-* ),,-r(_* )r(_* )'C-* )"-' (71) (4)[f', g'], e-
MC

'4>[f, gJ) = exp [!m-l(e-Xm - 1) 
£.oJ £.oJ .. r.". U ,U U, v V, U V, V 
r-O 8-0 

for suitable uniformly bounded complex coefficients 
bnr ." •• Since we will not work with this general form 
we leave the precise set of coefficients unspecified. 
As before conceivable terms in the sum like (u*, u*)· 
(u, u), (u*, v*)(u, v), etc., are not permitted as they 
do not correspond to matrix elements of bounded 
operators. {In the present case, the decomposition 

0> 

U[T] = :E EB U".,,[T] 
n.»=O 

26 Related constructions have been given by H. Araki and 
E. J. Woods, J. Math. Phys. 4, 637 (1963). They are special 
cases of construction of CCR representations by "contrac­
tion," i.e., singular transformations on the test-function 
space, as discussed in CRT V, Sec. 2E. 

X (f' + img', f - img)]Xm.~(f'g'; f, g). 

Also of interest is the case 0 = !11" - ex, for which 
u(x) = -imrg(x) according to (67a). If we denote 
this Jee by W, then we are assured the existence of 
a positive self-adjoint operator W such that 

(4)[1', g'], exp (-AW)4>[f, gJ) 

= exp [!m(e- Xm - l)r(g', g)]Xm.~(f', g'; f, g). (72) 

We shall use the two operators Jeo and W to con­
struct our Hamiltonian. Again we do not elaborate 
on simple domain questions all of which are easily 
verified. 

17 F. Riesz and B. Sz.-Nagy, Ref. 16, p. 395. 
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We note first that 

-(alaX)(if>[j', g'], e-MC'if>[j, gJ) IA-o 
= (if>[j', g'], :reoif>[j, gJ) 

= !(f' + img', f - img):Jem.e(f', g'; f, g). (73) 

Secondly we define, for an arbitrary self-adjoint 
operator A the "factorial operator", for n ~ 1, by 

ff[A (")] == A(A - I)(A - 21) ... (A - [n - 1]/). 

It is then straightforward to show that 

(if>[j', g'], ff[(W Imt')]if>[j, g]) 

= {!r2m(g', g)}":Jem.e(f', g'; f, g). (74) 

Since the spectrum of (W 1m) is 0, 1, 2, 3, ... it 
follows that 

ff[(W 1m) (")] ~ 0 

for it has the spectrum 

0, nt, (n + I)!, (n + 2)!j2!, (n + 3)!j3!, •.. 

Since :rey, as defined on {if>[f, g]} by (79) is sym­
metric and nonnegative, it follows that there exists28 

a self-adjoint operator-which we also call :rev-such 
that :rey ~ 0, and which has the matrix elements 
given by (79). 

We need only prove uniqueness of the ground 
state if>o belonging to the extended :rey to complete 
our construction. Recall28 that 1):JCv C ~y C ~, 
where ~y consists of all vectors 'I' E ~ that are 
limits of Cauchy sequences '1'" in the norm I AI y == 
(A, :reyA)t. In particular this requires that '1'" is a 
Cauchy sequence in both the norms IAlo == (A, :reoA)t 
and IAII == (A, 'll{(W/m)\A)t. If moreover 'I' satisfies 
:rey'l' = 0, then in addition l'I'nly ~ 0, which implies 
that both 1'1',,10 ~ 0 and 1'1',,11 ~ O. However it is 
easy to see from the properties of :reo that 1'1'" - 'I'm I ° ~ 0 
and 1'1',,10 ~ 0 if and only if II:reo('I'" - '1'00)11 -+ 0 
and I l:reo'l'" 1 I ~ o. Thus in the notation of (69) it 
is necessary for :rev'!' = 0 that 

(80) 

For simplicity, we restrict our attention to those 
operator polynomials A similar analysis applied to the "'ll-metric", 1 II, 

shows for :rey'l' = 0 it is necessary that 

(75) 

where Vn are real and where '0 { (W 1m)} > 0 when­
ever W > O. In terms of the spectrum of this 
operator, we require that 

-2
1 t (~)"v" ( ~! )' > 0; q = 1,2,3, ... , (76) 

II-I m q n. 

which puts a kind of positivity condition on the 
{v .. }. In particular VI > 0 and VN > O. Equation 
(76) is manifestly fulfilled if furthermore v" ~ 0, 
n = 2, ... N - l. 

If {v,,} fulfills the positivity condition (76), then 
let us define the associated polynomial 

It then follows that 

(if>[j', g'], '0 {(W 1m) }if>[j, g]) 

'" 
'I' E E EB ~~.'" (81) 

,,-0 

where 8 = i1l" - a as before, critical use being 
made of (76). We now prove that the only 'I' con­
sistent with (80) and (81) is a multiple of if>o. 

First assume 'I' satisfies (80). Then there is a 
sequence of symmetric 1/;o(YII ... , y,,) E L2 (Ra,,) 

such that 

'" 1 (~!r)" (if> [j , g], '1') = N ~ p! 2m 

X J f(Yl) ... f(Y,,)1/;O(Yl, ... , y,,) dS"y (82) 

since v(y) = ~trt(Y) when 8 = O. That is, apart 
from N, this function is totally independent of g(x). 
Now assume 'I' satisfies (81). Then there is a sequence 
of symmetric 1/;8 (Yl, ... , y,,) E L2(Ra,,) such that 

= ! V{r2(g', g)}:Jem.e(f', g'i f, g). 

., 1 
(77) (if>[j, g], '1') = N ~ p!(2m)" 

Finally consider the operator 

:rey == :reo + '0 {(W 1m)} ~ 0, 

defined on {if>[f, g]}, with matrix elements 

(if>[j', g'], :reyif>[j, gJ) = ![(f' + img', f - img) 

(78) 

+ V{r2(g', g)}]:Je ... e(f', g'i f, g). (79) 

(83) 

where 

18 F. Riesz and B. Sz.-Nagy, Ref. 16, p. 329. We do not 
examine possible distinctions due to other extension methods. 
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The only possible way for the latter series to be 
independent of g(y) for all j, g E L2(R3) is that 
only the p = 0 term contributes. That is, '11 = c<l>o, 
c a constant, as was to be shown. This result is 
not true if Vi = 0 in (75). We summarize our results 
in 

Theorem 3.2. For each (m, ~) representation, ~ > 1, 
there exists a self-adjoint operator Xv satisfying 
assumption (iii) with matrix elements 

(cJ?[f', g'J, XvcJ?[f, gJ) = ![(f' + img', j - img) 

+ V{r(g', g)}]Xm.~(f', g'; j, g), (84) 

12 = 1 - ~-\ for each polynomial 
N 

V{x} = L V"x", 
.. -1 

which is positive in the sense of (76). 

In conclusion we note the specialization of (84), 

(cJ?[f', 0], XvcJ?[f, 0]) = !(f', j)X .... ~(f', 0; j, 0), 

which is consistent with Araki's general results.2u 

In Araki's theory, where it is assumed that cJ?o is 
cyclic for the operators W[fl alone, these matrix 
elements essentially determine Xv. However in the 
reducible cases (~ > 1) neither cJ?o, nor any vector 
is cyclic for the W[fl (or the V[g]) alone. 
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Formulas are obtained which give the matrix representation, relative to a product basis, of the 
projection operator for the total angular momentum of a system. If the individual angular momenta 
are not too large, the matrix elements depend upon a small number of parameters, independent of 
the number of angular momenta coupled. Recurrence relations between elements and symmetry 
properties of elements are derived. These results enable one to perform the vector coupling of a large 
number of angular momenta in a relatively simple fashion. The connection between the matrix 
elements and vector coupling coefficients is discussed. Several important special cases are treated 
in detail. 

I. INTRODUCTION 

T HE standard quantum mechanical problem of 
coupling N commuting angular momenta 

(1) 

to give simultaneous eigenvectors of rand J. with 
eigenvalues j(j + 1) and m, respectively, (units 
with h = 1 will be used throughout) can be treated 
in many ways. The conventional approachl is to 
perform successive binary couplings of the constit­
uent angular momenta, using the appropriate 
Clebsch-Gordan, or Wigner, coefficients at each 
stage. Different coupling schemes lead to different 
complete, orthonormal sets of eigenvectors, related 
to each other by unitary transformations. For small 
N, these transformation matrices may be expressed 
in terms of well known quantitiesl such as the Racah 
coefficients or the 6j-symbols for N = 3, and the 
9j-symbols for N = 4. 

Since there frequently is no physical basis for 
selecting one coupling scheme over another, some 
arbitrariness is introduced into constructing the 
eigenvectors. 

If N is large, the above procedure becomes un­
wieldy because of the large number of couplings 
involved. Lowdin and his co-workers have developed 
an alternative approach using projection operators, 
which has been applied to a variety of atomic and 
molecular problems. 2

-
7 The operator 

1 A. R. Edmonds, Angular Momentum in Quantum M echan­
ics (Princeton University Press, Princeton University, 
Princeton, New Jersey, 1957). 

2 P.-O. L6wdin, Phys. Rev. 97, 1509 (1955). 
a P.-O. L6wdin, Advan. Phys. 5, 1 (1956). 
'P.-O. L6wdin, Rev. Mod. Phys. 34, 520 (1962). 
I P.-O. L6wdin, Rev. Mod. Phys. 36, 966 (1964). 
8 R. Fieschi and P.-O. L6wdin, "Atomic State Wave 

Functions Generated by Projection Operators," Technical 
Note from the Quantum Chemistry Group of Uppsala Uni­
versity (1957). 

7 A. Rotenberg, J. Chem. Phys. 39, 512 (1963). 

II J2 - k(k + 1) 
Pi = k j(j + 1) - k(k + 1) (2) 

(k"'il 

projects that component which has total angular 
momentum j out of any state vector for the system. 
In (2), k goes over all values of angular momentum 
except the value j. The numerator in the product 
annihilates these components. The denominator as­
sures that P; leaves unchanged any eigenvector of 
r with quantum number j, or equivalently, that 
P; is an idempotent 

P~ = Pi' (3) 

To construct simultaneous eigenvectors of rand 
J., one normally operates on a product vectorS 

I n jim) = n Ijimi), (4) 

composed of simultaneous eigenvectors of J~ and 
J i • with quantum numbers ji and mi' The above 
state is an eigenvector of J. with eigenvalue 

N 

m = L: mi (5) 
i-I 

but it is not of r. Since r, and hence Pi' commutes 
with J. and the individual J~, the projected vector 
has the set jl, j2, "', jN, j, m as good quantum num­
bers. To obtain a complete set of eigenvectors with 
these quantum numbers, one projects all possible 
products of the form (4) with the given values for 
ji and with mi values satisfying (5). Since the num­
ber of possible products is, in general, greater than 
the number of independent vectors specified by the 
above quantum numbers (i.e., the number of mul­
tiplets for the value j arising from the vector cou­
pling), the set of projected vectors will not be in­
dependent. However, it has been shown by Lowdin5 

8 One could also use other state vectors for the system 
e.g. Slater determinants. See Ref. 6. ' 

1680 
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that, because of Eq. (3), these vectors can be ortho­
normalized in a relatively simple manner.9 Different 
orderings of the projected functions during the ortho­
normalization lead to different bases. This is equiv­
alent to the arbitrariness in coupling scheme in the 
conventional method. 

Lowdin5 has shown that (2) may be rewritten, 
when acting on an eigenvector of J. with eigenvalue 
m ~ 0, as 

P j = P j ", (6) 
(2j + 1)(j + m)! (_)kJ~-m+kJ~-m+k 

(j - m)! t; k! (2j + 1 + k)! 

where 

(7) 

are the usual raising and lowering operators. An 
additional suffix m has been added to Pi to emphasize 
that (6) is valid only when acting on a state of defi­
nite m. In most applications, the sum in (6) is finite, 
since continued raisings eventually annihilate the 
state vector. Equation (6) is particularly useful 
when operating on the product states (4), since it 
can be expressed in terms of raising and lowering 
operators for the individual angular momenta by 
using the multinomial theorem. 

Section II presents a new derivation of Eq. (6) 
for the projection operator, which, in contrast to 
that of Ref. 5, does not start from the product form 
(2). It is shown that (6) is valid for all m, rather 
than only for m ~ 0. In addition, the method of 
proof given here appears more promising for the 
analogous problem for other Lie groups, viz., to 
find that operator which projects a vector of definite 
weight onto a particular irreducible representation.10 

In Sec. III, an expression is derived for an arbi­
trary element of the matrix representation of Pi in 
terms of the product basis (4). Although it has not 
been extensively used, this representation appears 
to have several advantages. Physical results, being 
expectation values, frequently can be expressed di­
rectly in terms of the matrix elements. In addition, 
because of certain symmetry properties, many ele­
ments in the representation are numerically equal. 
Alternative expressions for the elements, which take 
advantage of the symmetries, are derived in Sec. 
IV. These formulas are particularly useful for prob-

9 The author has derived a procedure for selecting a sub­
set of the product functions such that their projections are 
complete and independent, although still not orthogonal. 
Since it is not related to the main body of this paper, this 
theorem will be presented elsewhere. 

10 The author has found the analog of Eq. (6) for the 
group SUn, for the case where the weight of the vector 
equals the highest weight of the irreducible representation. 

lems in which the individual i; are small. In such 
cases, the matrix elements depend on a small number 
of parameters; this number is independent of how 
many angular momenta are coupled. A special case 
has been considered in Ref. 11, in which it was 
shown, for a system of an arbitrary number of 
angular momenta with i; ~ 1, that the diagonal 
matrix elements depend upon only four parameters. 

For the case N = 2, the matrix elements are simply 
related to the Clebsch-Gordan and 3j symbols. This 
connection is considered in Sec. V. Relations between 
different matrix elements are considered in Sec. VI 
and some important special cases of the general 
formulas are discussed in Sec. VII. 

ll. DERIVATION OF FORMULA FOR Pi'" 

Let 1m) be an arbitrary eigenvector of J. with 
eigenvalue m and Ij, m) an arbitrary simultaneous 
eigenvector of J2 and J. with quantum numbers 
j and m, respectively. Consider first the special case 
m = i. If one can find a linear operator Pi; satisfying 
the conditions 

J,Pii Ij) = jPji Ii), 

J +Pji Ii) = 0, 

Pi; Ii, i> = Ii, Jl, 

(8) 

(9) 

(10) 

then that operator is the required projection oper­
ator. Because of the relation 

(11) 

Eqs. (8) and (9) ensure that the projected vector 
is an eigenvector of rand J. with the required 
quantum numbers. Equation (10) shows that P ji 
is an idempotent. 

Consider next a general infinite series, in which 
the terms are products formed from the generators 
J +, J _ and J. of SU2, taken in an arbitrary order 
and each an arbitrary number of times. Because of 
the commutation relations 

[J., J ±] = ±J., (12) 

each term can be reordered so that all raising oper­
ators appear to the right and all lowering operators 
to the left (or vice versa); i.e., the most general 
series formed from the generators may be written as 

0> 0> 0> 

S = E E E aparJ"-J~J:. (13) 
p=O a-O r-O 

Then suppose that this series operates only on eigen­
states of J •. Since J + operating on such a state gives 
another eigenstate of J., one can replace J. every-

11 J. Shapiro, Nuovo Cimento Suppl. 18, 40 (1960). 
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where by an eigenvalue, and the above series reduces 
to 

co co 

8m = L L bfJ.J~J:. (14) 
v-O r-O 

Let us try to find a solution P;; of Eqs. (8)-(10) 
of the form (14). Equation (8) states that m is 
unchanged by the operator, i.e., only the terms with 
p = r survive in (14). This gives 

co 

Pu = L c.J:J:. (15) 
,-0 

To apply (9), note that (12) leads to 

[J+, J:] = J:- 1 ·2J. + [J+, J:,-l]J_. 

By iterating this result and using (12), one obtains 
.-1 

[J+, J:] = L J:-l-i(2J.)J~ 
i-O 

.-1 
= J:-1 L (2J. - 2~) 

i-O 

= rJ:- 1(2J. - r + 1). (16) 

Using (15) and (16) in (9) leads to 
co 

o = L C.J +J:J: 11) 
,-0 

co 

= L C,J:J:H Ii) 
,-0 

co 

+ L rC,J:- 1(2J. - r + l)J: Ii). 

In the first sum replace r by r - 1 and in the second 
sum set J. = i + r, its eigenvalue. This gives 

.. 
L [C,-l + r(2j + 1 + r)C,]J:- 1 J: 11) = 0, 

which is satisfied if the coefficients obey the recur­
rence relation 

r(2i + 1 + r)C. + C.-1 = 0, r = 1, 2, .... (17) 

Iteration of (17) leads to 

(-Y(2i + I)! 
C. = r! (2i + 1 + r)! Co, (18) 

so that 

• ,co (-YJ:J: 
Pu = Co(21 + 1). ~ r! (2i + 1 + r)t" 

The normalization factor Co is determined by Eq. 
(10). Since J + Iii > = 0, only the r = 0 term sur­
vives, leading to Co = 1 and Eq. (6) with m = j 
for Pif. 

For a general value of m, one can write 

P;", = kJ~-"'P;;J~-"', (19) 

i.e., raise m to i, then project, and then lower back 
to m. Note that both the raising and lowering oper­
ations give nonzero results for that component of 
1m> which survives the projection, and do not 
change its j-value. The constant k is determined by 
the condition, analogous to (10), that 

P;", lim) = lim). (20) 

Because of (10), this leads to 

1 = k(iml J~-'" J~-'" lim) = k "J~-'" lim)W. (21) 

The matrix element in (21) can be evaluated from 
the well known relations 

J + lim) = [(j - m)(j + m + 1)]i Ii, m + 1), (22) 

J_ Ijm) = [(j + m)(j - m + 1)]i Ii, m - 1), 

giving 

k = (j + m)!/(j - m)! (2J)!. (23) 

Substituting (23) into (19), one immediately ob­
tains Eq. (6) for P;",. Although the Dirac phase 
convention12 has been used in (22), it is clear from 
(21) that the answer is independent of this choice. 

The entire derivation could have been carried out 
starting with the choice m = - j instead of m = j 
and interchanging J + and J _ everywhere. This 
leads to the alternative expression 

p; ... = (2j + 1)(j - m)! • J~+"'+' J~+"'+' 
(j+m)! ~(-) r!(2i+l+r)!' 

(24) 

i.e., the result obtained by replacing m by -m and 
interchanging J + and J _ in (6). The two expressions 
(6) and (24) are equal to each other (see Sec. IV), 
and both are valid for all m. 

ill. MATRIX REPRESENTATION OF THE 
PROJECTION OPERATOR 

Consider the matrix element 

M = (fr i,m~1 Pi ... I fr j,m,) 
1-1 ,-1 

(25) 

of the projection operator between two product 
vectors of the form of Eq. (4). Since P; commutes 
with the individual J~ and with J., this representa­
tion is diagonal in the i, and has nonzero elements 
only if 

P. A. M. Dirac, Principles oj Quantum Mechanics 
(Oxford University Press, New York, 1947), 3rd ed. 
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N N 

1: mi = 1: m~ = m. 
(26) and polynomials 

• -1 i-I 

Substituting (6) into (25) gives 

M = (2j + 1)(; + m)! t (-fM. 
(j - m)! .-0 r! (2j + 1 + r)! ' 

(27) 

where 

M < . 'I Ji-m+'Ji-m+. I' ) • = 7rJimi - + 7rJ,m, . (28) 

By setting 

(29) 

and by using the multinomial theorem for the powers 
appearing in (28), it follows that 

M. = [(j - m + r)!]2 

X 1: 1: II l,mi i- ,+l,mi , (30) 
[ 

N (. 'I J"J" I' )] 
........ N I,.· ... 'N '~1 8,! t,! 

where 1: 8i = 1: ti = j - m + r. The limits on 
the sums in (30) are 

o ~ 8, ~ j, - m:, o ~ t, ~ j, - mi, 

since otherwise the single-particle matrix elements 
are zero. In addition, since these elements are zero 
unless m: + 8i = mi + ti, half of the sums in (30) 
may be eliminated by introducing indices 

k, = j, - m~ - 8i = j, - mi - t,. (31) 

These quantities have limits 

p' = (f~)-1 1: f!,Xk' . (37) 
k, 

These polynomials depend only upon the quantum 
numbers ii, mi, and m: associated with angular 
momentum number i, and are normalized to have a 
constant term of unity. Equation (35) then can be 
written as 

M. = [(j - m + r)W(ft f~)ar-i-" .-1 
(38) 

where 
N 

1: a,x' = II p', (39) 
i-I 

i.e., the quantity a appearing in (38) is the coefficient 
of xi-i-k in the product of polynomials in (39) . 

The quantities f can be evaluated by using (22) 
leading to 

l' - J, J; [( 
2 · )( 2' )], 

k' - j, _ mi i, - m: 
X (;i - m.)! (j, - mD! (2;, - ki)! 

(j, - mi - k i)! (j, - m~ - k,)! k,! (2;,)! 
(40) 

It follows that 

fi - J, J, [( 
2 · )( 2' )]1 

o - i, - mi i, - m: (41) 

o < k· < min (j. - m' J'. - m·) - ,,- " "" . (32) and the polynomials are the hypergeometric func­
tions 

and satisfy the relation 
N N 

1: k, = 1: (j, - m, - ti) = j - j - r, 
i-I i-1 

where 

(33) 
p' = F[ -(j, - m;), -(j, - m:), -2;,. - x]. (42) 

Substituting (38) into (27) gives for the complete 
matrix element 

(34) M = (ft f~) (2; +. 1)(j + m)! 
i-I V - m)! 

is the algebraic sum of the ji, i.e., j is the maximum 
possible value of j that can arise from coupling the 
given individual angular momenta. Equation (30) 
becomes 

M. = [(j - m + r)!]2 

X 1: [ft \jim:1 J:~-m"-k'J.:~-mH: Ijimi) ] 
k ...... kN ,-I V, - m, - k,)! V, - m, - k,)! 

(35) 

'" [(j _ + )1]2 _ X 1: (_ y m r. aj-i-•. .-0 r!(2i+l+r)! 
(43) 

Finally, noting that 

~ (-y ;7(~ ~ i ~~;! x' = [~~i~ ~)!r 
X F(j - m + 1, i - m + 1, 2j + 2, -x) 

and using (39), (41), and (42), one can rewrite (43) 
where 1: k, = j - j - r. This can be written in a as 
concise form as follows. Define quantities 

f' - (jimn J:~-m"-k'J:~-mH' Ij,m,) 
k' - (j, _ m, - k,)! (j, - m~ - k,)! 

(36) 
M = ( 2j )-I f ft ( 2j, )( 2j, )]\~. 

j - m L ,-I j, - mi j, - m: ,-" 
(44) 
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where 

L: brxr = F(j - m + 1, j - m + 1, 2j + 2, -x) . 
N 

X II F[ -Vi - mi), -Vi - mD, -2ji, -x]. (45) 
i-1 

The use of the Dirac phase convention in (22) 
has led to real matrix elements. The effect of a dif­
ferent choice may be seen as follows. Since the result 
of operating with the combination Ji-Ji+ is un­
changed [Eq. (11)], the f!. of (36) will be multiplied 
by a phase factor which depends only on i, and not 
on ki' and which is unity if mi = m~. Equation (37) 
shows that the polynomials pi are unchanged, since 
they involve ratios of f!, with the same i. From (43) 
it follows that diagonal matrix elements are un­
changed (i.e., real for all choices of phase), whereas 
off-diagonal elements will be multiplied by an overall 
phase factor, because of the product of the f~. The 
result for diagonal elements also follows from (3), 
which shows that they may be written as the norm 
of a vector. Thus diagonal matrix elements are real 
and positive. 

One interesting feature of (44) and (45) is that 
individual angular momenta for which mi = m~ = ji 
enter into M only through the quantity j, since the 
binomial coefficients and the hypergeometric func­
tion are unity in this case. Indeed, the hypergeo­
metric function is unity if either m; = ji or m~ = j;. 
These simplifications, together with other properties 
of the matrix elements, will be considered in the next 
section. 

IV. ALTERNATIVE FORMULAS FOR THE 
MATRIX ELEMENTS 

An explicit formula for the matrix elements can 
be obtained by expanding the hypergeometric func­
tions in (45). This usually is not the simplest pro­
cedure. One can rewrite (44) and (45) in forms which 
take advantage of the symmetry properties of the 
elements. Furthermore, as will be shown in section 
VI, recurrence relations may be derived which ex­
press a given matrix element in terms of simpler 
elements. 

In obtaining these results, the following well 
known properties of the hypergeometric functionsl3 

will be used: 

F(a, b, e, z) = F(b, a, e, z), (46) 

= (1 - z)-aF(a, e - b, e, z/(z ~ 1», (48) 

d" rea + n)r(b + n)r(c) 
dzn F(a, b, e, z) = r(a)r(b)r(e + n) 

X F(a + n, b + n, e + n, z), (49) 

e(1 - z)F(a, b, e, z) - eF(a - 1, b, e, z) 

+ (e - b)zF(a, b, e + 1, z) = O. (50) 

Two symmetry properties of the matrix elements 
are evident immediately. First, consider the set of 
all nonzero matrix elements for fixed j, jl, j2, "', jN 
[i.e., those elements with different sets mi , m~ which 
satisfy (26)]. Among these, there will be elements 
which differ only in interchanges of some of the m i 

with the corresponding m~. Equations (44) and (45) 
show that these elements are equal because of (46). 
In other words, the value of a matrix element de­
pends solely upon the pairs (mi, mD, independent of 
their order, provided that (26) is satisfied. 

Second, if (47) is applied to all hypergeometric 
functions appearing in (45), the total power of 
1 - z = 1 + x drops out because of (26), and one 
obtains 

L brx' = FV + m + 1, j + m + 1, 2j + 2, -x) . 
N 

X II F[ -Vi + mi), - (j; + mD, -2ji' -x], (51) 
i=l 

i.e., just (45) with all projection quantum numbers 
replaced by their negatives. Since (44) also is in­
variant under these changes in sign, ~one obtains 

(W}i' m~1 P;m !Wji' mi) 

= (-n}i' -m~! p;.-m !wj;, -mi)' (52) 

Equation (51) also is obtained if the derivation of 
Sec. III is carried out starting with (24) for the pro­
jection operator, so that the symmetry property 
(52) proves the equivalence of the two formulas (6) 
and (24) for P ;m' 

Equation (52) may be obtained more directly as 
follows. Equation (2) shows that P; commutes with 
the unitary operatorl 

R~«(}) = exp [i(} J ·n] (53) 

for a rotation through an angle (} about an axis 
specified by the unit vector n. Thus one has, for 
any rotation 

= (1 - z)c-a-bF(e - a, e - b, e, z) (47) (1I'jim~! P;m !7rjim;) = (7rjimi! Rtp;mR !7rjimi)' (54) 

13 A. Erdelyi, W. Magnus, F. Oberhettinger, and F. 9. 
Tricomi, Higher Transcendental Functions (McGraw-Hill 
Book Company, Inc., New York, 1953,) Vol. I, especially 
pp. 101-106. 

Taking the rotation through 11' about the y axis and 
using the simple form of the rotation matricesl in this 
case, one obtains (52) after a short calculation. 
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The formulas for the matrix elements may be 
rewritten in a form which includes, among others, 
the above two symmetry properties. Because of 
(47). one has, for any m, 

F(j- m+ 1, i- m + 1, 2i+2, -x) = (l+x)",-l m l 

XF(j - Iml + 1, i - Iml + 1, 2i + 2, -x). (55) 

To rewrite the product in (45), define, for each i, 

p; = max (Imil, ImW, q; = 1m; + m~1 - Pi' (56) 

From (56) it follows that 

of elements in the subset S. Clearly 

Ln. = N. . (62) 

From (56) it follows that the subset S(i., p., q.) in­
cludes all individual angular momenta for which 
one of the following is satisfied. 

(a) i. = i. m; = P. m~ = q. 

(b) i. = i. m; = q. m~ = P. 

(c) i; = i. m. = -Po m~ = -q. 

(d) i. = i. m. = -q. m~ = -p •. 

Iq;1 ~ Pi ~ i;, 
Using (46) and (47), one can set 

(57) Equation (34), and (59)-(61) can be written in 

F[ -(j; - mi), -(j; - mD, -2ii' -x] 

= F[ -(j; - Pi), -(ji - q;), -2ii' -x] 

if m; + m~ ~ 0 

= (l+x)",+"'F[-(j; - Pi), -(ji - qi), -2ii' -x] 

if m; + m~ < O. (58) 

Using these results, (44) and (45) become 

M = C-2{m,rln Ci~;p)Ci~iq)TbT-i (59) 

L b.x' = (1 + x)k-Iml 

• 
X F(j - Iml + 1, i - Iml + 1, 2i + 2, -x) 

N 

X II F[ -(j; - Pi), -(ji - q;), -2ii, -x], (60) 
i-l 

where 

Since 

k = m+ 
i 

(mi+m.'<O) 

m = ! L (mi + m~) 
i 

=! 
i 

(mi+m,'< 0) 

one can write k as a sum over all i 
1 N 

k = 2 f.; (Pi + qi)' (61) 

Equations (59)-(61) show that all individual an­
gular momenta with the same values of ii, pi, and 
qi enter into the matrix element in exactly the same 
way. It is convenient to divide the N angular mo­
menta into subsets S = S(i., p., q.) such that all 
elements of a particular subset have the same values 
of ii' pi, and qi' Let n, = n(j., p., q.) be the number 

terms of sums and products over subsets 

M = . J II. J. . J. . bT-i, ( 2' )-1 [( 2' )( 2' )]n'/2 
J - Iml • J. - P. J. - q. 

(63) 
L brx' = (1 + X)k-Iml . 
X F(i - Iml + 1, i - Iml + 1, 2i + 2, -x) 

X II {F[-(j. -P.), -(j. - q.), -2i., -x]r', (64) 
• 
J = L i.n., k = ! L (P. + q.)n •. (65) , . 

For each S, the numbers i., P., q. are known, so that 
the dependence of the matrix element on any subset 
S is given by the single number n.. Since those n. 
for which P. = Iq,l = i. enter only through the 
definitions (65) of J and k, it is convenient to con­
sider the matrix elements to be functions of j and 
k, rather than of these n •. Eqs. (63) and (64) then 
show that band M depend on the following param­
eters: 

bT-i = bT-j(j, Iml,j, k, tn. I p. < i.}), (66) 

M = M(i, Iml,j, k, tn. Ilq.1 < i.}). (67) 

By parameterizing in this fashion, one takes ad­
vantage of the fact that certain matrix elements 
with different values of N are equal. 

Since the remainder of the calculation of M is 
trivial, let us consider the quantity bT-j. The param­
eterization of (66) is not minimal. For example, 
consider those sets S for which p. = i. - 1. One has 

F[-I, -(j, - q.), -2i., -x] = 1 +!(1 - q./i.)x. 

(68) 

There are many such sets S, allowed by Eq. (57), 
with the same ratio of q. to i .. Equations (64) and 
(68) show that bi-j depends only upon the sum of the 
corresponding n.. For instance, all sets with 
p. = i. - 1 and q. = 0 give F = 1 + !x. Such a 
set occurs for every integral i. > O. The sets with 
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P. = j. - 1 are particularly easy to handle in 
evaluating br-i' since the powers of the hypergeo­
metric functions appearing in (64) can be expanded 
by the binomial theorem. 

If the maximum value of j. is small, the set of n. 
entering (66) or (67) is correspondingly small, in­
dependent of the number of individual angular mo­
menta coupled. For example, if all j. S i, the only 
n(j., p., q.) that enter into bi-; are n(l, 0, 0), n(i, t, t 
and n(i, t, - t), because of the condition (57). 

One additional simplification may be introduced 
into the expressions for M. Using (47) and (49), one 
may write 

F(j - Iml + 1, j - Iml + 1, 2j + 2, -x) 

(-r- lml (2j + I)! dHml 

= [(j - Im!)!Y(j + Iml + I)! dXHml 

X F(I, 1, j + Iml + 2, -x), 

(_)Hml(2j + I)! di - Iml 

= [(j - Im!)!)2(j + Iml + I)! dXHml 

X [(1 + X)f+lml 

X F(j+ Iml + l,j+ Iml + l,j+ Iml +2, -x»), 

(-)Hml(2j + I)! 
= (j - 1m!)! (j + Iml + I)! 

i-Iml [ 1 d' 
X ~ i! (j _ Iml _ i)! ax' (1 +~x)i+lml 

di-Iml-i 
X axi-Iml-i 

X F(j+ Iml+l,j+ Iml+l,j+ Iml+2,-x)], 

= (2j + I)C !jlml) 

i-lOll [ (-)'[(2j-i)!]2 
X ~ i! (j-Iml-i)! (j+ Iml-i)! (2j+l-i)! 
X (1 + x)i+lml-, 

X F(2j + 1- i,2j + 1 - i, 2j + 2 - i, -x)], 

= (2j + 1)(. 2j )(1 + X)-i+ Iml 
) - Iml 

i-lOll (_ )'[(2j-i) !tF(I,1 ,2j+2-i,-x) 
X ~ i! (j-Iml-i)! (j+lml-i)! (2j+l-i)! 

(69) 

From (50) one has 

F(I, 1, c, -x) 

= c - 1 [1 + x F(1 1 c - 1 -x) - .!J. 
c-2 x " , x (70) 

Upon substitution into (69) and hence into (64), the 
last term of (70), with c = 2j + 2 - i, leads to a 
highest power of x of 

k - Iml - j + Iml - 1 + E (j. - p.)n. 

= J - j - 1 - t E (P. - q.)n. < J - j. . 
Since this term does not contribute to the matrix 
element, it may be dropped. As the factor (1 + x) / x 
in (70) does not change the highest power, this 
argument may be repeated, allowing the substitution 

F(I, 1, 2j + 2 - i, -x) 

(
1 + X)2i-' 

- (2j + 1 - i) -x- F(I, 1, 2, -x) (71) 

in each term in (69).14 The sum then can be per­
formed, leading to 

F(j - Iml + 1, j - Iml + 1, 2j + 2, -x) 

( 
2j )2 (1 + x)i+lml 

- (2j + 1) j _ Iml X2i F(I, 1,2, -x) 

X F[ -(j - 1m!), -(j + 1m!), -2j, 1 ~ xJ 

_. (2j)2 (1 + x)2lml 
- (2) + 1) j _ Iml X2i F(I, 1, 2, -x) 

X F[ -(j - 1m!), -(j - 1m!), -2j, -x] (72) 

to be substituted into (64). Equation (48) has been 
used in the last step. 

The last hypergeometric function in (72) is exactly 
of the form of those in the product in (64) with 

i. = j P. = q. = Iml. (73) 

Thus we add an extra particle with j., P., q. given by 
(73) to the appropriate group S and consider the 
coupling of N + 1 particles. Let N. be the number 
of particles in the augmented sets S (i.e. N. = n. 
except for the set (73), for which N. = n. + 1). 
Define 

J = j + j = E j.N., (74) . 
K = k + Iml = t E (P. + q.)N.. (75) . 

With these new definitions, substitution of (72) into 
(63) gives 

M = (2j + I)Z, (76) 
where 

Z = II [(.~. )(.~. )]N./2CJ, (77) 
• ). P.}. q. 

E C,.x' = (1 + xtF(I, 1, 2, -x) 
r 

X II {F[ -(j. - P.), -(j. - q.), -2j., _X]}N •. 
• (78) 

Comparison of (77) and (78) with (63) and (64) 
shows that the quantity Z is just the matrix element 

l' Note that F(I, 1, 2, -x) ... log (1 + x)/x. 
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for the coupling of the augmented set of N + 1 
particles to give i = O. This will be discussed further 
in the next section. Since the quantum numbers j and 
Iml have been incorporated into the N., the quanti­
ties C and Z depend on two less parameters than 
the corresponding quantities band M, i.e., 

C, = CAJ, K, {N. I p. < i.}), (79) 

Z = Z(J, K, {N. Ilq.1 < I,}). (80) 

One final change can be made in (77) and (78). 
The same argument that led to (71) shows that the 
substitution 

(1 + x)KF(I, 1, 2, -x) 

-+ (K + If l xK F(I, 1, K + 2, -x) (81) 

does not change the matrix element, so that one can 
write 

1 [( 2' )( 2' )IN.12 Z = -- II J. J, d, (82) K + 1. j. _ p. j, _ q, -K 

L: drx' = F(I, 1, K + 2, -x) . 
X IT {F[ -Ci. - p,), -0, - g,), -2i" -x] IN,. 

• (83) 

V. RELATION OF MATRIX ELEMENTS TO 
VECTOR COUPLING COEFFICIENTS 

Equation (76) between M and Z is an extension 
to N angular momenta of the relationship between 
the Clebsch-Gordan (CG) coefficients, which couple 
two angular momenta to give a resultant J, and the 
3 - i symbols, which enter into the coupling of three 
angular momenta to give zero.l To see this, consider 
the matrix elements M for the coupling 

Jl + J2 = ]. 
In this case, since the coupled state vector IMJm> 
is nondegenerate, one can write 

Pi'" = IM2jm)(jlMml· 
It follows that 

M = (jlmU2m~1 Pi'" li1md2m2) 

bN _ (2i + I)! (12 - m2)! (il + 12 - m)! 
i,+i.-i - [(i - m)W(2j2)! 

(84) 

= (jlmU2m~ \ ilMm)(jlMm I i1mri2m2)' (85) 

Assuming the usual phase conventions, the CG 
coefficients are real. Equation (85) shows that M is 
the product of two CG coefficients, with the same 
values of ii, i2, and j and with 

ml + m2 = m~ + m~ = m. (86) 

The 3 - i symbols are defined byl 

( 
il j2 i3) (_)i,-i'-"" (. . \... ) 

ml m2 m3 = V2' + 1 Jl ml12m2 Jl}213 , -m3 . 
]a (87) 

From (76), (85), and (87) one obtains the result 

Z = (i! i~ i) (il i2 i). (88) 
m1 m2 - m ml m2 - m 

The various symmetry properties of the 3 - i 
symbols/ if applied to (88), lead to invariance 
properties of Z that are obvious from (82) and (83). 
These symmetry properties must be applied to both 
factors in (88), since this equation is meaningful 
only if the order of ii, i2, i3 and the sign of mare 
the same in both factors. This result suggests that 
our final formula for the matrix element may be the 
most symmetrical possible. 

Calais15 has obtained the general formula for the 
CG coefficients by projection operator techniques. 
This can also be done using the expressions derived 
here. The phases of the CG coefficients are usually 
defined by the condition that those coefficients with 
m l = il are real and positive. Since this is also true 
for diagonal matrix elements, it follows from (85) 
that 

(jlmti2m2 I M2im) 

= (Md2' m - ill Pi'" Iilmd2~) 
(jdd2' m - ill Pi'" lidd2, m - il)" 

(89) 

For this particular case, where one is adding only 
two angular momenta, it is most convenient to use 
Eqs. (44) and (45) for the matrix elements. Setting 
j = il + j2, one obtains for the numerator in (89) 

X L . (_)'[(j - m +t)W(2i2 - r)! 
•• 1 t! (2J + 1 + t)! r! Ci2 - m2 - r)! Cil + i2 - m - r)! 

(r+I-;1+f.-j) 

= (_)i,+i.-i (2j + I)! (i2 - m2)! 01 + j2 - m)! 
[Ci - m) !]2(2j2)! 

XL .. (~rCil+i2-:m~r)!(2i2-r)! . 
• r! Cil + 12 + J + 1 - r). 01 + 12 - i - r)! 02 - m2 - r)! (90) 

16 J.-L. Calais, Technical Note No. 25 from the Quantum CheInistry Group of Uppsala University (1959). 
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The sum in (90) goes over the values 

o ::; r ::; min 02 - m2, i1 + i2 - D. (91) 

For the denominator in (89), one has m2 = m - ii, and (90) becomes, after setting r = il + i2 - i - 8, 

bI! .. = (2i + I)! [(i1 + i2 - m)!]2 L (-)·(i + i2 - i1 + 8)! 
,,+,.-, (2i2)! 0 - m)! • 8! 01 + i2 - i - 8)! (2i + 1 + 8)! 

(2i + I)! [(il + i2 - m)!]2 (2il)! 0 + i2 - i1)! 
= (2i2)! (i - m)! 01 + i2 - i)! 01 - i2 + i)! 01 + i2 + i + I)! 

(92) 

The summation in (92) has been performed using the relation13 

F(a, b, c, 1) = r(c)r(c - a - b)/r(c - a)r(c - b). (93) 

Evaluating the matrix elements by (44) and substituting into (89), one obtains the following formula 
for the CG coefficients: 

(ilmti2m2 I i1Mm) = (- )i. + i'-; 

X [(2i + 1)01 + i2 - i)! (i1 - i2 + D. (il + i2 + i + I)! (i + m)! 02 - m2)!]i 
(i + i2 - i1)! 0 - m)! 01 - m1)! 01 + m1)! 02 + m2)! 

L (-rUI + i2 - m - r)! (2i2 - r)! 
X r r! 01 + i2 + i + 1 - r)! 01 + i2 - i - r)! 02 - m2 - r)( 

Equation (94) can readily be shown to be equivalent to the formulas appearing in the literature.1 

(94) 

The author has obtained, by the use of projection operators, the general formula of Racah16 for the 
6 - i symbols. This derivation has not been included in this paper because it does not use the matrix rep­
resentation. 

VI. RELATIONS BETWEEN MATRIX ELEMENTS 

In many applications, one needs the matrix elements M or Z for a range of values of the parameters. 
When this is so, the computations are simplified by using relations which connect different matrix elements. 
For the quantity Z, these relations follow immediately by expanding one of the factors in (78) as a power 
series. Each resulting term can then be put in the form of (77) and (78) (for different values of the param­
eters) and identified with a matrix element. For example, a power x" in the series has the effect of changing 
i into i - n. Similar considerations can be used in (64) to obtain relations on M. 

By expanding a factor 1 + x in (78), one obtains 

Z(i, K, {N.}) = Z(i, K - 1, {N.}) + Z(i - 1, K - 1, {N.}), (95) 

which gives an element with value K in terms of elements with the value K - 1, for fixed values of the N •. 
Relations in which a particular N, is decreased by one may be obtained by expanding a corresponding 

hypergeometric function in (78). Direct expansion gives 

Z(i K {N}) = [(it - PI)! (i, - q')!J! if' (2i, - A)! Z(i - A, K, {N. - Q,.}). (96) 
, ,. 0, + p,)! 0, + q,)! A=O A! (i, - p, - A)! 0, - q, - A)! 

Another useful result comes from using (48) and then expanding as a power series in x/(1 + x); this gives 

Z(i, K, {N.}) = [(~' - p,)!~, + q')!J! if' (-)A(2i, - A)! ~(i - A, K +!, - p, - A, {N. - Q,.}). 
0, + PI)! 0, - q,)! A-O A! 0, - p, - A)! 0, + q, - A)! 

(97) 

16 G. Racah, Phys. Rev. 62, 438 (1942). 
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In (95)-(97) the set {N.} does not include those 
subsets for which Iq.1 = j •. Even though they may 
have equal values for all N., different terms in (95)­
(97) correspond to matrix elements in which different 
numbers of angular momenta are coupled. 

vn. SPECIAL CASES 

In many problems, the expressions for the matrix 
elements simplify because the values of the param­
eters are restricted. Some of these special cases are 
considered in this section. 

1. Diagonal Matrix Elements 

Some calculations, such as that of isotopic spin 
statistical weights in Ref. 11, involve only diagonal 
matrix elements. It has been shown that these ele­
ments are real and positive. Since all angular mo­
menta have q = p, there is no square root in (82), 
and the set N. = N(j., P.) entering into Z is the 
same as that entering into d, namely, those for which 
o ~ P. < j •. Furthermore, J and K are no longer 
independent, since (74) and (75) give 

K = J - q, (98) 

where 

q = L: 0. - p.)N0., P.) (99) . 
involves only those N. entering into the matrix 
elements Zn. Thus one has 

Zn = Zn(J, {N0.p.) I 0 ~ p. < j,}). (100) 

For example, if all angular momenta (including j) 
have j; ~ j, the quantities Zn depend only upon 
the three parameters J, N(l, 0) and N(j, !), inde­
pendent of the number of angular momenta coupled. 

For a general diagonal element, Eqs. (82) and 
(83) become 

_ 1 ( 2j. )N(;' .P,) • 

Zn - J + 1 II . dfT , 
- q • J. - p. 

(101) 

L: d.x' = F(l, 1, J - q + 2, -x) . 
XII{F[ 0 ) 0 ) 2' _X]}N(;"p.). - .-p., - .-p., - J., 

(102) 

For an equation between matrix elements to in­
volve only diagonal elements, every term must 
satisfy (98). Of the relations derived in Sec. VI, this 
condition is obeyed only by (97), which becomes 

Zn(J, {N.}) 

= iE' (- )~(2j, - "A)! ZD(J - "A, {N. - 8,.}). 
~-o "A! 0, - p, - "A)! 0, + p, - "A)! 

(103) 

Equations (98)-(103) have been used by J.N.-S. 
Wong and the author to extend the tables ofll for 
the construction of isotopic spin statistical weights 
to include particles with I spins up to t. These 
results will be published in a separate article. 

2. Matrix Elements with Iml = j 

Although j enters the symmetric quantity Z in 
the same way as all other angular momenta, this 
case (named by L6wdin "the principal case") enters 
into calculations often enough to merit separate 
discussion. Wavefunctions for arbitrary m can be 
constructed from those for Iml = j by application 
of the raising or lowering operators. In addition, 
physical results frequently are independent of m. 
For example, the energy of a rotationally invariant 
system is independent of the projection quantum 
number of the total angular momentum. 

When Iml = j, the corresponding N. does not 
enter into (82) and (83), so that one can set N. 
n., J = j + j and K = k + j, giving 

Z(j + j, k + j, {n.}) 

1 [( 2j, )( 2j. )J"'12 = k + . + 1 II. . di-k, J • J. - p. J. - q. 
(104) 

L: d.x' = F(l, 1, k + j + 2, -x) 
• 

x II {F[ -0. - P.), -0. - q.), -2j., -x]} ft'. . 
(105) 

Equations (104) and (105) express Z in terms of 
the original set of N angular momenta. Equation 
(76) is equivalent to the relation 

M0, Iml = j, j, k, {n.)) 

= (2j + l)M(O, 0, j + j, k + j, {n.}) (106) 

between the matrix elements M. 

3. Matrix Elements for j near j 

When the difference j - j is small, the elements 
may be evaluated directly from (44) and (45). For 
example, by evaluating bo and b1 in (45), one obtains 
for the cases j = j and j = j - 1 the results 

M0 =j) = (. 2j )-1[fI (. 2j; )(. 2j; ,)J!, 
J - m ;-1 J; - mi J; - mi 

(107) 
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M0=j-1)= (. 2i )-l[fr (. 2i; )(. 2i; ,)Ji 
J - m ;-1 J; - m; J; - m; 

4. Matrix Elements when P. = j. for Nearly All N. 

Equation (83) simplifies in this case, since most 
of the hypergeometric functions become unity. It 
should be remembered, however, that a nonzero 
N. will enter Z if Iq.1 < i., even though P. = i., 
because of the binomial coefficients in (82). We con­
sider a few simple cases. 

a. All p. = i. 

The product in (83) becomes unity, so that 

dJ-K = (_)J-K(K + 1)! (J - K)!/(J + 1)!, (109) 

Z = (_)J-KK! ~J - K)! II (. 2i. )N./2. (110) 
(J + 1)! • J. - q. 

b. All p. = i., except s = t, for which N, = 1 

Using (110) in (96) and (97), one obtains the two 
equivalent results 

Z = (-l-KK! 

and 

X [0, - p,)! (i, - q,)!]l II (. 2i. )N./2 
0, + p,)! 0, + q,)! • J. - q. 

(,"1) 

i,-p, (-)\2i,-},,)!(J-K-},,)! 
X ~ }"!0, -p, - }")!0,- q, - },,)!(J + 1- },,)I 

(111) 

Z = (_)J-K-i,+P'(J - K - i, + p,)! 

X [~' - p,): ~, + q,):]i II (. 2i. )N./2 
0, + p,). (j, - q,). • J. - q. 

(,,,1) 

X iE' (-)A(2it-}")!(K+i,-p:-}")! . 
A-O }"!(j,-p, - }")!0, + q, - },,)!(J -},,+ I)! 

(112) 

One special case contained in (111) or (112) is the 
coupling of N spin! particles to give a total spin s 
and projection m. Taking t to be the particle with 
i, = sand p, = q, = Iml, the binomial coefficients 
and the square root in (112) reduce to unity. One 
can set 

where 

N=2s, 

J = s + s, K = s + Iml - {3, (113) 

(3 =! L 0. - q.)n. = !net, i, -1). (114) 
• 

Clearly (3 is the number of pairs of spin flips in going 
from the initial to the final state in the matrix ele­
ment. From (112) one obtains 

M(s, m, S, (3) = (- )"(2s + 1){3! 

'fl (-)x(2s-},,)!(s+s-(3-},,)! 
X A-O },,!(s-m-},,)!(s+m-},,)!(s+s+I-},,)1' 

(115) 

In this case, the projected state vectors take the 
simple form 

p .... III 1, m;) 

= L {M(s, m, s, (3) L III 1, m~)}. 
• _'W 

(116) 

For each term in (116), the inner sum is to be taken 
over all possible sets of m~ leading to the specified 
value (3 for the number of pairs of spin flips. 

A formula which is equivalent to (115) has been 
derived by Sasaki and OhnO.17 Special cases of 
(115) have been obtained by several authors2

,18,111 

and used to find the spin projection of a Slater 
determinant. 

c. All P. = i. except s = r, for which P. = i. - 1 
and N. is arbitrary 

In this case (68) and (83) give 

L d;x; = F(I, 1, K + 2, -x)[1 + 0. - q.)x/2i.tr
• 

(117) 

Using the binomial theorem in the second factor, 
one obtains 

~ (-){ (:r) j (K: ~ i},,) ]er;r qry 
(X+~-J-K) 

= (_)J-K E [(Nr)j(J + 1 - 1-')] (_ir -: qr)~ 
~-o I-' K + 1 2J. 

(118) 

and from (82) 

( )J-K ( 2' )N./2 Z = - (2ir)N.l2 II . J. 
K + 1 • J. - q. 

X E [(Nr)j(J + 1 - I-')J(_ir -: q.)~. 
~-o I-' K + 1 2Jr 

(119) 

17 F. Sasaki and K. Ohno, J. Math. Phys. 4, 1140 (1963). 
18 J. K. Percus and A. Rotenberg, J. Math. Phys. 3 928 

(1962). ' 
19 ~. Pauncz, Technical Note No. 82 from the Quantum 

ChemIstry Group of Uppsala University (1962) . 
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One special case contained in (119) is the coupling 
of N particles, all with ji :::; 1, to give a total angular 
momentum satisfying either j :::; 1 or Iml = j. Under 
these conditions, only NI = N(I, 0, 0) and N2 = 
N(I, 1, 0) enter into (119). The quantity N2 enters 
only through the binomial coefficient and NI has 
PI = jl - 1, so we set r = 1. Equation (119) becomes 

(_ )1-K2N ,+N./2 

Z = K+ 1 

X ~ [(~l) / e ~ ~ ~ ~) J( -~r 
JOURNAL OF MATHEMATICAL PHYSICS 

(_ )'-K-N'2N•/2 

K+ 1 

X ~ [(~I)(-2Y/e+i~~I+V)J. (120) 
A formula for arbitrary values of j and m is ob­

tained by substituting (120) with j = j, K = k and 
N. = n. into either (96) or (97) for j, = j and 
P, = q, = Iml· The diagonal elements for this case 
have been treated in Ref. 11, in which an alternative 
expression was derived. For diagonal elements one 
has n2 = 0 and k = j - nl. 
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Solution of an Atomic Integral Containing Three Odd Powers of Interelectronic 
Separation Coordinates 

E. A. BURKE 

St. John's University, Jamaica, New York 
(Received 25 January 1965) 

A wavefunction expressed as a linear combination of terms each involving only one interelectronic 
separation coordinate requires the solution of matrix elements of the Hamiltonian which contain three 
odd powers of the interelectronic separation coordinates. This paper discusses in detail the integration 
of f f f Plkp2mpa"P23P13-lp12 exp -(apl + bp2 + Cpa)dT1dT2liTa. 

INTRODUCTION 

WITH the advent of high-speed electronic dig­
ital computers it has only recentlyl-a become 

feasible to extend the correlated wave functions of 
Hylleraas/ and James and CooIidge5 to atoms with 
more than three electrons. By employing inter­
electronic separation coordinates the aforementioned 
authors were able to converge rather quickly to the 
experimentally determined ground-state energies 
via a variational procedure. 

By considering interelectronic separations in­
dividually one can construct a total wavefunction 
whose terms each involve only one of the !N(N - 1) 
possible interelectronic separation coordinates of an 
N-electron atom. In this way the most involved 
energy matrix elements merely require the solu­
tion of three-electron integrals. 

I E. A. Burke, Phys. Rev. 130, 1871 (1963). 
2 K. F. Berggren and R. F. Wood, Phys. Rev. 130, 198 

(1963). 
a C. F. Pekeris, Phys. Rev. ll2, 1649 (1958); ll5, 1216 

(1959). 
4 E. A. Hylleraas, Z. Physik 54, 347 (1929). 
'H. M. James and A. S. Coolidge, Phys. Rev. 55, 873 

(1939). 

It is the purpose of this paper to discuss the 
solution of that three-electron integral containing 
three odd powers of the interelectronic separation 
coordinates. 

FORMULATION 

Neglecting nuclear motion, the nonrelativistic 
Hamiltonian for many-electron atoms with the en­
ergy in units of e2/2ao is given by 

H = L: - \7~ - (2Z/Pi) + (L: 2/p;;). (1) 
i>i 

The N-electron wavefunction is 

( 

N ) N 
X exp - II a(i, JJP; II p,;,/I.;.O. 

1-1 i>l 
(2) 

In each of the i-terms of Eq. (2), only one Pi; is 
used and we restrict m values for that coordinate 
to be 0, 1, or 2. With these limitations, three odd 
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powers of interelectronic separation coordinates may occur in only one way, viz. 

(3) 

Multiplying by P2aP12/ P2aP12 and expanding by the law of cosines with the definition 

J(k l ·) 1 I f k m n -1 -1 -1 I 0 ; 0 -(ap,+bp,+cp.l d d d , m, n, , J = PIP2PaP2aP13PI2 cos 2a cos 12 e T1 T2 Ta, 
T1 TI fa 

(4) 

we have 

I = J(k + 2, m + 2, n, 0, 0) + J(k, m + 4, n, 0, 0) + J(k + 2, m, n + 2, 0, 0) 

+ J(k, m + 2, n + 2,0,0) - 2J(k + 1, m + 3, n, 1,0) 

+ J(k + 1, m + 1, n + 2, 1,0) + J(k + 2, m + 1, n + 1,0,1) 

+ J(k, m + 3, n + 1,0,1) + 4J(k + 1, m + 2, n + 1, 1, 1). (5) 

By the Neumann expansion 

» 
-1 "" Pi;< p ( 0) Pi; = £..J »+1 "COS ii, 

»-0 Pii> 
(6) 

where Pii< is the smaller of the distances Pi, Pi 
to the ith and jth particles and Pi;> is the cor­
responding larger distance and P» (cos 0 ii) is the 
Legendre polynomial whose argument is the cosine 
of the angle between Pi and Pi, hence, 

J(k, m, n, l, D 
» • r 

P2a< Pla< P12< 
p + 1 Q+I --;:-+j' 

P23> PIa> P12> 

x Picos 02a)P.(COS 01a)Pr(CoS 012) dT1 dT2 dTa. (7) 

If now we measure 01, and Oa to P2 and CP1, and CPa 
on a plane perpendicular to P2, then in this system 
of coordinates 

By the addition theorem for Legendre polynomials, 
we may write in our new coordinates 

• (q - m)! 
p.(cos 01a) = p.(cos 01)P.(COS Oa) + 2 E ( + )' 

m-1 q m. 

mation vanishes upon integration over 1/;1 and 1/;3, 
hence our integral becomes 

J(k, m, n, l, j) 

= 8 "" "" "" 11111! P~a< p1a< P~2< 7r £..J L.J £..., p+l ([+1 r+l 
" • r P23> P13> P12> 

X p~p";p~e-(ap'+bP'+CP')p,,(COS Oa)p.(COS_Oa) 

X P r( cos 01)P.( cos 01) cos l Oa COS i 01 sin 01 sin O2 

X sin OaP~P;P~ dpl dP2 dPa dOl d02 dOa 

and the coordinates have been separated. 
Consider the angular integration 

(9) 

EEl" P,,(cos Oa)P.(COS Oa) cos l Oasin Oa dOa. (10) 
" • 0 

Let x = cos 03, dx = -sin OadO, x = -1 for 
Oa = 7r, X = 1 for 03 = 0, hence we have 

and for the particular problem solved here, l = 
Oar 1. For l = 0, we have 

~ ~ L:1 
P,,(x).P(x) dx 

2 
= ~ ~ 2p +I 0",. or (12) 

For l = 1 consider 

or 

X P:( cos 01)P:( cos 03) cos m( 1/;1 - 1/;3)' xP,,(x) = (1/2p + 1) 

(8) X {(P + I)Pp+l(X) + pP"-l(X) I ; (13) 

and since the 1/;i integrations are 0 to 27r the sum- hence for l = 1, we have 
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1 {1+ 1 1+1

} ~ ~ 2p + 1 -1 (p + l)P"+l(x)P,(X) dx + -1 pP,,_I(X)P.(X) dx 

~ ~ 2p ~ 1 {(p + 1) 2q ~ 1 5,,+1 •• + 2q ~ 1 5v- 1 •• } 

" [( 1 C(q - 1) + 1) 2 ) ( 1 (q+ 1) 2 )] 
~ 2(q - 1) + 1 2q + 1 + 2(q + 1) + 1 2q + 1 

" 2 (q q+l) 
~ (2q + 1) 2q - 1 + 2q + 3 

(14) 

with p = q - 1, q + 1 respectively. 
Hence p, r occurring in Eq. 7 depend upon l, j and are functions of q; hence we may calculate the radial 

integral in terms of p, r define 

Let us perform the integrations in the following manner: 

(1) Integrate P2 between the limits (a) 0 ~ PI3< (b) PI3< ~ Pl~> (c) P13> ~ co. 

(2) Integrate Pa between the limits (a) 0 ~ PI (b) PI ~ co. 

Our integral becomes 

K(k ) l eo 1:+2 -apt d [l p

1. 1'1.+2 -cps d , m, n, p, r = 0 PI e PI 0 Pa e Pa 

{
V. , (l P

"< I P
"> 1'" )} X PZ3< Pla< P12< ",+2 -oPo d + m+2e-bp o d + m+2e-bp , d 

V+I 0+1 ,+1 PZ e P2 P2 P2 PZ PZ 
P23> Pia> P12> 0 p,,< Pn> 

I '" {" 0 , (l P
"< I P

'*> I P

"< )}] + n+2e-CPo d P23< P13< P12< m+2e-oP' d + m+2e-b po d + m+2e-bP• d 
P3 Pa ,,+1 0+1 r+l pz P2 P2 P2 P2 P2· 

p, P23> PIS> PIZ> 0 Pu< P.,> 

The ordering of PI, P2 and Pa from least to greatest in each of the 6 integrations is (from left to right) 

least middle greatest 

1 pz Pa PI 
2 Pa P2 PI 
3 P3 PI P2 
4 P2 PI Pa 

5 PI P2 Pa 

6 Pl Pa P2; 

hence our integral becomes 

K(k"Z.m: n, p, r) = .. 1'" k-o-' -ap, diP' n+I-,,+« -cpo diP' m+2+II+r -bpo d 
-. ~ e ~ ~ e ~ ~ e ~ 

o 0 

+ 1'" k-q-. -ap, diP' n+z+"+Oe- CP ' d 1"" m+I-"+'e-bp , d PI e PI Pa P3 pz P2 
o p, 

+ 1"" p~+I-o+re-ap, dpi 1P

' p~+2+1'+qe-CP' dp3 ~~ p,;-,,-re-bPO dpz 

+ 1a) k+l-,+. -ap, d I'" n-,,-q -cpo d 1p1 
",+2+1'+' -bpo d 

Pl e PI Pa e Pa P2 e P2 
p, 0 

+ 1"" k+2+o+r -ap, d 1'" n-p-q -cpo dIP' m+I-,+1' -OPt d 
PI e PI Pa e Pa pz e pz 

Pl- p. 

+ 1"" k+2+O+'e-ap, d I'" .. +1-.+" -cpo d 1'" m-p-r -bp, d PI PI Pa e Pa pz e P2 
P1 P. 

(15) 

(16) 
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by means of the definition 

100 100 100 
k m '" - (a:c+by+cz) 

W(k, m, n, a, b, c) = 0 dx '" dy • dz x y z e , 

where x < y < z and by reference to the scheme below Eq. (14) we may write our integral as 

K(k, m, n, p, r) = W(m + 2 + p + r, n + 1 - P + q, k - q - r, b, c, a) 

+ Wen + 2 + p + q, m + 1 - P + r, k - q - r, c, b, a) 

+ Wen + 2 + p + q, k + 1 - q + r, m - p - r, c, a, b) 

+ W(m + 2 + p + r, k + 1 - r + q, n - p - q, b, a, c) 

+ W(k + 2 + q + r, m + 1 - r + p, n - p - q, a, b, c) 

+ W(k + 2 + p + r, n + 1 - q + p, m - p - r, a, c, b). 

(17) 

(18) 

Now p, r take on the values of q ± l, q ± j respectively, where l, j are each either 0 or 1. Hence we 
have that 

K(k, m, n, q ± 1, q ± i) = W(m + 2 + 2q ± 1 ± j, n + 1 =F l, k - 2q =F j, b, c, a) 

+ Wen + 2 + 2q ± l, m + 1 =F 1 ± j, k - 2q =F j, c, b, a) 

+ Wen + 2 + 2q ± 1, k + 1 ± j, m - 2q =F 1 =F j, c, a, b) 

+ W(m + 2 + 2q ± 1 ± j, k + 1 =F j, n - 2q =F l, b, a, c) 

+ W(k + 2 + 2q ± j, m + 1 =F j ± l, n - 2q =F 1, a, b, c) 

+ W(k + 2 + 2q ± j, n + 1 ± l, m - 2q =F 1 =F j, a, c, b). 

(1) We note that q occurs in the same manner in all of these expressions. 

(19) 

(2) We may drop the cumbersome ± notation by the simple substitutions L = 1 + 2, J = j + 2, altering 
the total index accordingly. 

Hence define 

DDC(K, M, N, A, B, C, L, J, q) = W(M - 2 + 2q + L + J, N + 3 - L, K - 2q + 2 - J, B, C, A) 

+ WeN + 2q + L, M + 1 - L + J, K - 2q + 2 - J, C, B, A) 

+ WeN + 2q + L, K - 1 + J, M + 4 - L - J - 2q, C, A, B) 

+ W(M - 2 + 2q + L + J, K + 3 - J, N - 2q + 2 - L, B, A, C) 

+ W(K + 2q + J, M + 1 - J + L, N - 2q + 2 - L, A, B, C) 

+ W(K + 2q + J, N - 1 + L, M - 2q + 4 - L - J, A, C, B). (20) 

Combining our angular and radial integrations in Eq. (3), we have finally 

I = 6411-
3 ~ (2q ~ 1)2 {[DDC(K + 2, M + 2, N, A, B, C, 2, 2, q) 

+ DDC(K, M + 4, N, A, B, C, 2, 2, q) + DDC(K + 2, M, M + 2, A, B, C, 2, 2, q) 

2q + DDC(K, M + 2, N + 2, A, B, C, 2, 2, q)] - (2q _ 1) [DDC(K + 1, M + 3, N, A, B, C, 1,2, q) 

+ DDC(K + 1, M + 1, N + 2, A, B, C, 1,2, q) + DDC(K + 2, M + 1, N + 1, A, B, C, 2, 1, q) 

2(q + 1) + DDC(K, M + 3, N + 1, A, B, C, 2,1, q)] - (2q + 3) [DDC(K + 1, M + 3, N, A, B, C, 3, 2, q) 

+ DDC(K + 1, M + 1, N + 2, A, B, C, 3, 2, q) + DDC(K + 2, M + 1, N + 1, A, B, C, 2, 3, q) 
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4l + DDC(K, M + 3, N + 1, A, B, C, 2, 3, q)] + (2q _ 1)2 DDC(K + 1, M + 2, N + 1, A, B, C, 1, 1, q) 

4(q + 1)2 4q(q + 1) + (2q + 3)2 DDC(K + 1, M + 2, N + 1, A,B, C, 3, 3, q) + (2q _ 1)(2q + 3) 

XdDDC(K + 1, M + 2, N + 1, A, B, C, 1,3, q) + DDC(K + 1, M + 2, N + 1, A, B, C, 3,1, q)]}. 

(21) 

The convergence of this series is guaranteed if each of the W's converges as q --t OJ. 

Consider 

W 1'" k+2. -ap. d f'" m -bpI d X f'" n+2. -CPo d • = Pl e Pl P 2e P2 Pa epa, 
o PI Ps 

which is the general form of all of the W's. This may be written as 

1'" 1P' 1PI 

W n-2. -cpo d m -bpI d X k+2. -ap. d 
• = Pa e Pa P 2e P2 Pl e PI • 

o 0 0 

Expand the exponentials in a Taylor series; then 

W. = ~ (_I)a 1'" n-2. -cp, d 1pO 

m+k+2.+a+l -bpI d 
~ aaa! (k + 2q + a + 1) 0 Pa e Pa 0 P2 e P2 

(_I)a(_I)I1(k + m + n + a + (3 + 2)! 
~ a"bl1a ! {3! (k + 2q + a + l)(m + k + 2q + a + {3 + 2)ck+m+n+a+l1+a· 

Thus, convergence of the W's is guaranteed if the expression converges for q = 0 since q appears only in 
the denominator of this expression. The convergence for q=O is guaranteed if k+m+n~ -2, k+m~ -1, 
k > 0, which conditions obtain for the W's involved here. 
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It is possible to quantize most classical field theories by identifying the group of canonical trans~ 
formations which maintain the covariance properties with a group of unitary transformation in 
Hilbert space which has the same commutator algebra. The commutators among the canonical field 
variables are equal to the Dirac delta function times a factor which may be zero. But in the general 
theory of relativity the classical group of the canonical transformations which maintain the covari~ 
ance properties of the theory has an invariance subgroup. The ambiguities thus introduced by the 
usual process of quantization can be avoided by the use of the Dirac quantization procedure for 
theories with constraints. We establish an analogy between classical Dirac brackets and commutators, 
and fix an intrinsic coordinate system. This choice of local intrinsic coordinate conditions leads to 
commutators among the canonical field variables of the general theory of relativity which depend 
upon the Dirac delta function and its first seven derivatives. 

1. THE QUANTIZATION OF FmLD THEORIES 
WITH CONSTRAINTS 

T HE formulations of quantum theories of fields 
other than the gravitational field have received 

general acceptance among physicists. However, the 
general theory of relativity has not been quantized 
satisfactorily except in the linear approximation. l 

The principal obstacle to the quantization of the 
general theory of relativity by the mathematical 
procedures used for constructing the quantized forms 
of other classical field theories is the difficulty in 
the establishment of a workable analogy between 
the commutators among quantum operators and 
the Poisson brackets among the classical field vari~ 
abIes corresponding to these operators. In a co­
variant classical theory there is a group of canonical 
transformations which maintain the covariance prop­
erties. The transformations in this group carry one 
physical state into another. The transition to a 
quantized theory is accomplished by identifying the 
group of canonical transformations with a group 
of unitary transformations in Hilbert space which 
has the same commutator algebra. 

This analogy will break down if the classical 
group of canonical transformations contains a sub­
group which maps a physical state into the same 
physical state defined in a different representation.2 

Such a subgroup is called an invariance subgroup. 
If the invariance group has the dimensions of a 
function space, the transformations which belong 

* This paper is based upon the author's doctoral disserta~ 
tion at Syracuse University. This work was supported by the 
Aeronautical Research Laboratory, Wright Air Development 
Center, Air Research and Development Command. 

1 W. Pauli and M. Fierz, Helv. Phys. Acta 12, 297 (1939). 
J P. G. Bergmann and I. Goldberg, Phys. Rev. 98, 531 

(1955). 

to it have generators which vanish.3 These gen­
erators of the transformations of the invariance 
subgroup have the form of algebraic or differential 
relations among the field variables. (For electro­
magnetism, the best known example of such a 
theory, this constraint is the condition that the 
momentum conjugate to the scalar potential van­
ishes everywhere.) These are first-class constraints 
in Dirac's terminology.4 Their Poisson brackets with 
the Hamiltonian and with each other vanish if the 
constraints are satisfied. 

To fix a coordinate system we must introduce 
additional constraints among the canonical vari­
ables. These additional constraints cannot com­
mute with each other or with the first-class con­
straints. AU the constraints must therefore be 
regarded as second-class constraints when the co­
ordinate system is fixed. 

For a theory which contains second-class con­
straints Dirac4.5 has introduced a new type of 
classical commutator bracket which vanishes for all 
such constraints. The Dirac bracket is defined in 
terms of the Poisson bracket by the expression 

{M, N}* = {M, N} + II {M, CA(x')}FAB(X', x") 

X {N, CB(x,,)} d3x'd3x", (1.1) 

where the summation is extended over all second­
class constraints and where FAB(X, x') is defined: 

I {CA(x), CB(x,) }FBC(x, x") d"x 

= o~ o(x', x"). (1.2) 

3 J. L. Anderson and P. G. Bergmann, Phys. Rev. 83, 1018 
(1951). 

4 P. A. M. Dirac, Can. J. Math. 2, 129 (1950); 3, 1 (1951). 
i P. A. M. Dirac, Proc. Roy. Soc. (London) A246, 326 and 

333 (1958); Phys. Rev. 114, 924 (1959). 

1696 
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For the general theory of relativity, an analogy 
between Poisson brackets and commutators would 
give 

[g"" g~u] = [p"', pPU,] = 0, [g" .. pPU,] = a~:a(x, x'), 
(1.3) 

where 

(104) 

We will show that they must be modified to Dirac 
brackets (1.1) by the addition of a term of the form 

on the right side of Eq. (1.3), where M and N are 
the operators corresponding to two classical quan­
tities M and N. Since CA contains derivatives of 
the field variables, [M, CAl] contains derivatives 
of the Dirac delta function a(x, x')., Hence, the 
commutators of the general theory of relativity 
contain derivatives of a(x, x'). 

II. DIRAC'S REDUCTION OF THE CANONICAL 
VARIABLES 

Dirac6 has stated the field equations of the gen­
eral theory of relativity in a form which does not 
depend upon certain of the canonical variables. 
This reduction of the canonical variables also makes 
possible a relatively simple statement of the physical 
system on an initial space-like hypersurface, whose 
metric is gmn' In showing this simplification of the 
statement of the problem, we shall use these nota­
tions, most of which are employed by Dirac: em" 
is defined by emngnr = a";. lP = (lo)-Vp are the 
components of the unit vector normal to the space­
like hypersurface whose metric is gmn' It follows 
that g'" = e'" + l"i', where eO" = O. 

p = gmnpm", where p'" = iJ£/iJg.P •o is the canonical 
momentum conjugate to g" •. 

S is the three-dimensional Ricci tensor of the 
spac~iike hypersurface whose metric is gmn, and S 
is the scalar curvature of this hypersurface. 

The symbol/denotes the covariant derivative 
with respect to the three-dimensional metric gmn' 

Greek indices from the first part of the alphabet 
are the indices of a set of four scalars; these indices 
run from 0 to 3. Greek indices from iota onward 
are coordinate indices in four-dimensional space. 
Small Latin indices run from 1 to 3. Capital Latin 

indices are defined as they are introduced. The 
Einstein summation convention holds in all cases. 

We shall call "D-invariant" any functional, defined 
on a given three-dimensional hypersurface imbedded 
in a four-dimensional Riemann-Einstein manifold, 
whose transformation law with respect to curvilinear 
infinitesimal coordinate transformations involves 
only the ax" = ~", but not their partial derivatives 
normal to the hypersurface. Peres has shown6 that 
a D-invariant functional of the metric tensor and 
its partial derivatives of finite orders may be rep­
resented as a functional of gmn, pm .. only, provided 
that the field equations are satisfied. This theorem 
will be useful in the calculations of the Dirac 
brackets among the canonical variables on the initial 
hypersurface. 

The freedom of choice of four coordinate conditions 
can be used to write the canonical variables gmn, 
pmn in intrinsic coordinates. Geheniau and Debever,7 

following a suggestion by Kretschmann,8 have shown 
that, when the field equations are satisfied, in gen­
eral exactly four algebraically independent scalars 
can be constructed algebraically from the com­
ponents of the curvature tensor of the Riemann­
Einstein manifold. More precisely, if the space has 
no physical symmetries, i.e., if no Killing vector 
field can be defined in it and if it has no other 
"special" structure,9 then the four scalars are in­
dependent. Komar10 has proposed the introduction 
of a set of intrinsic coordinates rCA ex), four scalar 
functions of the Geheniau-Debever scalars. Fol­
lowing him, we introduce the four coordinate condi­
tions 

F'" = rCA ") - x'" = o. (11.1) 

For the time being, the functions r need not be 
specified. 

Several authorsll have shown that the Geheniau­
Debever scalars are D-invariant. The Komar co­
ordinate conditions (11.1) can therefore be satisfied 
on the initial hypersurface whose metric is g",n' 

m. INITIAL CONDITIONS 

Since the coordinate conditions (11.1) can be 
imposed only upon a space without special sym­
metry properties, we shall consider only such spaces 

6 A. Peres, Nuovo Cimento 18, 32 (1960). 
7 J. Geheniau and R. Debever, Bull. Acad. Roy. Belg. 

Cl. Sci. 42, 144, 252, 313, and 608 (1956); Helv. Phys. Acta 
Suppl. 4, 101 (1956). 

8 E. Kretschmann, Ann. Physik 53, 575 (1917). 
9 F. A. E. Pirani, Phys. Rev. 105, 1089 (1957). 
10 A. Komar, Phys. Rev. lll, 1182 (1958). 
11 A. Peres, Nuovo Cimento 18, 32 (1960); P. G. Berg­

mann and A. Komar, Phys. Rev. Letters 4,432 (1960). 
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in the following discussion. The problem will be 
stated on a spacelike initial hypersurface, the gen­
eral relativistic analog of an initial time t = to. 
If the solution is required to propagate itself from 
this initial hypersurface, then the commutators 
among the canonical variables on this hypersurface 
will continue to be valid when projected into the 
future in accordance with the development of the 
physical system as described by the Hamiltonian 
field equations. The determination of the commuta­
tors among the canonical field variables at different 
points in space should therefore begin with the 
determination of these commutators at different 
points on an initial hypersurface whose metric is 
gm,,' 

We have stated the problem in such a way that 
pOI' = ° and that gol' are arbitrary functions of the 
remaining canonical variables. These twelve re­
maining canonical variables gm", pm" are defined on 
the initial spacelike hypersurface and are linked 
by eight constraints, including the coordinate condi­
tions (11.1), which reduce the number of independ­
ent canonical variables to four. 

The initial conditions for this problem are now 
completely specified. If the metric of the space is 
g •• , the description of the problem on the initial 
hypersurface consists of: 

\1) Six canonical field variables of position gm1l, 
WhICh are the metric of this initial hypersurface. 

(2) Six canonical field variables of momentum pm". 
(3) Four IIHamiltonian" constraints XL=XT=O, 

where 
XL = K-1(P ... np ... n - !p2) - KS, 

X T = -2p:I •. 

(4) Four coordinate conditions rCA a) - x'l' = 0, 
which together with the IIHamiltonian" constraints 
form a set of eight second-class constraints. (Since 
XL and X, do not commute with the coordinate 
conditions, they must now be considered as second­
class constraints in a theory with our choice of 
fixed coordinates.) 

The Dirac bracket between any two of these 
twelve canonical variables will be taken to be the 
classical analog of the commutator between the 
corresponding quantum operators. The commutators 
among gm .. and pm .. on the initial spacelike hyper­
surface can then in principle be calculated. 

Since X T generates a translation in the x' direc­
tion on the initial hypersurface, we can write 

J {F'l', X/} d3x' = r., = ~:, (III.I) 

J {F'Y, XL'! d3x' = F = (gOOrig0'Y, (III.2) 

in keeping with the role of XL as the generator of a 
translation along the unit vector normal to the 
initial hypersurface. Equation (111.2) yields in prin­
ciple the position variables gal' as functions of the 
twelve canonical variables Om", pm". 

IV. THE CANONICAL VARIABLES IN 
INTRINSIC COORDINATES 

We have fixed an intrinsic coordinate system 
with the help of the coordinate conditions (ILl). 
These intrinsic coordinate conditions can be form­
ulated entirely in terms of quantities intrinsic to 
the initial hypersurface, because the Geheniau-De­
bevel' scalars are functions of the twelve canonical 
variables Om1l' pm". Though this fact may be es­
tablished by direct computation, it follows from the 
invariant (and hence D-invariant) nature of these 
scalars. The Geheniau-Debever scalars may be writ­
ten: 

where 

AO = AmnA"'" + B .... B"''', 

Al = - 2A .. "B""·. 

A 2 = Amn(A " .. A'" + 3B'''. B,n) , 

A 3 = -B",,,(3A"'r A'" + Bm, Bn'), 

(IV.I) 

(IV.2) 

The two three-dimensional tensors A",,,, B..... are 
obtained from the four-dimensional Weyl tensor by 
multiplying the various subscripts of that tensor 
bye," = 8/ and by l~, respectively, and by multi­
plying skew symmetric index pairs [kl] by the Levi­
Civita tensor elk!} m' The components of A.... are 
then those that contain zero or two factors E

LU1 m, 
whereas the components of B",,, contain one factor 
Elkll "'. We shall use the terms "even" and "odd" 
to characterize tensors in which e1kll 

.. occurs as a 
factor an even or odd number of times, respectively. 
It now becomes possible to calculate the elements 
of FAB of Eq. (L5), and to determine the form 
which (1.1) has for various choices of functionals of 
the canonical variables M, N. 

These functionals will be given one of the fol­
lowing forms in order to obtain the Dirac brackets 
among the dynamical variables of the general theory 
of relativity: 
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M(x) = 1 g",,,'k""'(x, x') dlx', 

M(x) = 1 p"''''Amn(X, x') d3x'. 

(IV.3) 

(IV.4) 

The quantities k"'" and Am.. will be called density 
functions. After {M, N'l* is calculated, the com­
mutators among local functions can be obtained 
by setting kmn(x, x') = km"li(x, x') and A ... ,,(x, x') = 
lmnli(x, x') where k",n and lm .. are constants. 

Equation (1.1) can be written 

1M, N}* = {M*, N}, (IV.5) 

where 

(IV.6) 

We can thus define functionals M* of the canon­
ical variables in terms of the old functionals M and 
the matrix F AB defined by (1.2). Equation (IV.6) can 
be written more compactly if we define 

I'B(X, x') = -I {M, CA'IFAB(x', x") d3x'. (IV.7) 

It is then possible to write 

But it follows from (IV.9) that the second term on 
the right of (IV.lO) vanishes. Therefore {M*, N*'} = 
{M*, N'}. This expression will henceforth be called 
a "starred bracket," and written 1M, N'l*· 

We shall next calculate the starred canonical vari­
ables corresponding to the unstarred variables g ... ,., 
pm". The Poisson brackets among these starred 
canonical variables are identical with the Dirac 
brackets among the corresponding unstarred vari­
ables. If the starred brackets are then made com­
mutators, the quantization of the general theory 
of relativity will in principle have been accomplished. 

The starred canonical variables are 

(IV.ll) 

(IV.12) 

The conditions (IV.9) require the following expres­
sions for the coefficients Er, e\ and l' a: 

I'r(X, x') = {:fer) M'l. 

I'o(x, x') = ZO'({:feL , M'l - l"l'r(x, x'», 
(IV.S) 

fLeX, x') = -ZO/(IFO, M'l 

(IV.13) 

(IV. 14) 

If the constraints are satisfied, these starred func­
tionals are equal to the unstarred functionals. How­
ever, if the coefficients l' A are determined from the 
condition 

(IV.9) 
I 

then the Poisson brackets among the starred func­
tionals are identical with the Dirac brackets among 
the starred or unstarred functionals. Provided always 
that the coordinate conditions (11.1) are satisfied, 
all functions and functionals of g",,,, pm .. , being ex­
pressed in intrinsic coordinates, are observables.12 

We can write 

{M*,N*'} = {M*,NI + 1 I'A(X',X")CA" d3X"} 

{M*, N'} + 1 I'A(X', x"){M*, CAlf} d3x". 

(IV. 10) 

12 Reference 10, Sec. 1. The references cited in this paper 
provide fuller discussions of the concept of observables in the 
general theory of relativity. Cf. also P. G. Bergmann and 
A. Komar, ColI. Intern. CNRS 91, 309 (1962). 

+ 1 I'ix, X"){FOI, F""} d3x,,) , 

lex, x') = -lex, x')l" - IF', Mil 

-1 I' .. (x, x"){F", F"'} d3x". 

The Dirac bracket may now be written: 

(IV.15) 

(IV.I6) 

11 {M, N'}* d3x dRX" = 11 {M, N'l d
3
x d

3
x' 

- 111 {M, H.,"IJ'r ,,"{A a", N'l d3x d3x' d3x" 

+ 111 {M, A""JJ'Y,/'{H.,",N'} d3xd
3
x'd

3
x" 

(IV.I7) 

where 

J'r« = ar / aA" , (IV.IS) 
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The choices of M and N' as functionals of the 
canonical variables of the general theory of relativity 
fall into three combinations: 

N' = J gr."kr• o(x', x") d3x". 

(2) M = J gmn"k"'" o(x, x") d3x", 

N' = J pTB" l .. o(x', x") d3x". 

N' = J p""l .. o(x', x") d3x". 

v. THE HIGHEST DIFFERENTIAL ORDER OF 
o(x, x') IN THE EXPANSION OF THE 

DIRAC BRACKETS 

If Eq. (IV.I7) is evaluated for each pair of can­
onical variables of the general theory of relativity, 
the Dirac brackets among these variables will be 
obtained. If, for particular choices of M and N', 
integrations by parts are performed on the right 
side of (IV.I7) so that the density function part 
of N' is left undifferentiated, then 

can be written as a sum of several terms, each of 
which contains a different order of differentiation 
of the density function part of M. If the density 
functions are each set equal to a constant times 
o(x, x'), and the indicated double integration is 
performed, then the following result can be anti­
cipated: 

[M, N']* = of o(x, x') + IFi O,i(X, x') 

+ 2Fi; O,ii(X, x') + ... (V.I) 

where the coefficients of, IF\ 2Fii, etc., depend upon 
the choice of M and N'. 

The expansion (V.I) of [M, N']* has a finite 
number of terms, which may be determined for 
each particular choice of M and N' from an examina­
tion of (IV.I7). Since A'" contains up to second 
derivatives of gmn, and up to first derivatives of 
pm .. , the factor [A"''', AP,,,] will, after integration 
by parts over either x" or x"', contain up to third 

derivatives of [gmn", p""'] and hence of o(x", x'''). 
[This result is obtained through use of the identity 
(iJjiJx)o(x, x') = - (iJjiJx')o(x, x').] Since Xr contains 
up to first derivatives of gmn and pmn, and XL contains 
up to second derivatives of gmn, we can similarly 
expect [g",,,, H;] to contain up to first derivatives 
of o(x, x'), and [pmn, H;] to contain up to second 
derivatives of o(x, x'). If the last term on the right­
hand side of (IV.I7) is integrated by parts so that 
all the derivatives of the second density function 
are transferred to the first density function; then 
the last term in the expansion (V.I) will contain 
the fifth derivative of o(x, x') for combination 1, 
the sixth derivative of o(x, x') for combination 
2, and the seventh derivative of o (x, x') for com­
bination 3. 

It can be shown that, for combination 1, 5F(lu,,,~) 
vanishes if and only if 

(V.2) 

J\J6
2 - J'Y3Jo3 = O. 

For combination 2, 6F(tu.1Dx.) vanishes if and only 
if conditions (V.2) are met for 0 = O. 

For combination 3, 7F(tu,wx •• ) vanishes if and 
only if 

(JO
O)2 - (rl)2 = 0, r Or 2 - JOIJ03 = 0, 

(V.3) 

Calculation shows that conditions (V.2) are met 
only if the determinant of J'Y '" vanishes. However, 
the Jacobian of the intrinsic coordinates as func­
tions of the GeMniau-Debever scalars cannot be 
singular, as the transformation between the intrinsic 
coordinates and the initially chosen set of curvilinear 
coordinates must be reversible. The coefficients of the 
highest differential order of the Dirac delta func­
tion cannot be made to vanish for classes I and II. 

Conditions (V.3) are satisfied if 

(V.4) 

If conditions (VA) or any other nontrivial solu­
tion of (V.3) are made on the intrinsic coordinates, 
7F(tu.1Dx •• ) vanishes. 
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VI. CONCLUSIONS 

It has been shown that the commutators between 
two different canonical variables of the general 
theory of relativity at different points on a space­
like hypersurface must contain derivatives of the 
Dirac delta function l5(x, x'). The commutator be­
tween two position variables gmn, g.. contains up 
to the fifth derivative of 15 (x, x') for the choice of 
intrinsic coordinates which we have made. The 
commutator between a position variable gmn and 
a momentum variable pro contains up to the sixth 
derivative of 15 (x, x'). The coefficients of these 
highest derivatives of l5(x, x') cannot be made equal 
to zero by any particular choice of intrinsic co­
ordinates. The commutator between two momentum 
variables pmn, p" contains up to the seventh der­
rivative of 15 (x, x'), but the coefficient of this de­
rivative can be made to vanish for some choices 
of intrinsic coordinates. 

The quantized general theory of relativity thus 
assumes a mathematical form far more complex than 
that of any other quantum theory. This complexity 
is in part the result of our choice of intrinsic co­
ordinates, a choice that was originally determined by 
the desire to formulate coordinate conditions purely 
locally, and with the lowest differential order avail­
able. It would appear that an essential simplifica­
tion could be brought about only in the context 
of an entirely different approach. 
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The off-the-mass-shell equations for pion-pion scattering in the lowest approximation of the 
complete unitarity formalism of Taylor are discussed. It is shown that if the vertex-function re­
normalization constant is taken to be zero, the equations have no (nonzero) solution. These equations 
are equivalent to certain bootstrap equations, which thus also have no solution. Both systems are 
discussed in the case where the renormalization constant is not put equal to zero. 

1. INTRODUCTION 

WE discuss the equations for pion-pion scatter­
ing arising in the off-the-mass-shell formalism 

developed by Taylor. l In this formalism, a diagram 
such as the two-particle amplitude 

M==CL 
represents the sum of all perturbation graphs with 
the same number of legs and consistent with the 
interaction being discussed; this is the content of 
the (/vacuous" complete unitarity hypothesis, cf. 
T3. We consider also diagrams such as 

which represents the sum of those perturbation 
graphs such as 

which cannot be divided into disconnected parts 
by a line across the 1-2 channel. Complete unitarity 
then gives the following equation, which we may 
regard as a more precise definition of M 2 : 

(1) 

* Present address: Courant Institute of Mathematical 
Sciences, 251 Mercer St., New York, N. Y. 

1 J. G. Taylor, "On the Field Equations I-VI," to be 
published en bloc in Nuovo Cimento. We refer to the nth of 
these as Tn. Matters concerning renormalization are discussed 
in T.1 an.d T2; the !Jut-structure a~alysis and the nCA ap­
proximation appear III T3; T5 contains some observations on 
the 2CA equations discussed in this paper, and in T6 there 
is a discussion of some bootstrap equations in the off-the­
mass-shell formalism. Equations from these papers are 
referred to as, e.g., Eq. (IV.3) for Paper IV, Eq. (3). 

as well as equations defining other (/cutless" am­
plitudes which we will not need in this paper. Equa­
tion (1), which we will refer to as the Bethe-8alpeter 
equation, is thus independent of any approximation. 
In order to get another equation one performs a 
"cut-structure analysis" (T3) followed by an approxi­
mation (n-cut approximation nCA) in which one con­
siders only generalized graphs having less than n cuts 
in at least one channel (T3). In this paper we shall 
be concerned only with the lowest or 2CA approxi­
mation, in which the propagators are uncorrected, 
and the relevant cut-structure equation is 

'--rj-y-:s = _ 
z~'r 

(2) 

:>. 

The pair of nonlinear integral equations (1), (2), 
describe, then, pseudoscalar pions (inter alia, ques­
tions of isospin are neglected), and satisfy unitarity 
and crossing symmetry up to the three-particle 
threshold (T5, Appendix). They will still require a 
vertex-function renormalization (Tl, T2), which has 
to be carried out by differentiation (T5), thus giving 
rise to the constant A in (2) which we imagine for 
the moment to be a constant of integration. 

We can write (2) in the form 

(3) 

in which case we have a bootstrap system for pseudo­
scalar pions (T6). 

After defining some notation we will discuss the 
Bethe-Salpeter equation in Sec. 2, and the cut­
structure equation for A = ° in Sec. 3. From this 
discussion it will follow that for A = 0, the 2CA and 
bootstrap systems have no solutions. In Sec. 4 we 

1702 
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shall outline the difficulties of the case A ~ O. In 
Sec. 5 we discuss the relevance of these results to 
bootstraps in general. 

We shall use an argument based on the theory 
of Banach algebras (Appendix IV) which we have 
discussed elsewhere (in Ref. 2; but the details will be 
independent of that reference). In fact, the method 
can be considerably generalized; cf. remarks in Ref. 3. 
In the appendices, however, we sketch an analytical 
method by which, under more restrictive assump­
tions, we can get the same results (Appendix I); this 
method is somewhat generalized in Appendix II, 
and in Appendix III we discuss the relationship be­
tween these analytical methods and the more gen­
eral method. 

We shall write M (1234) as shorthand for 
M(PIP2P3P4), with the sign convention 

so that each bubble will conserve momentum accord­
ing to 

PI + P2 - Pa - P4 = 0; 

then the two equations become 

M(1234) - M 2(1234) 

= -k J M(1256)M2(5643)o4(1+2-5-6) d5 d6 
(P52 - m2 + if)(P62 - m2 + if) , 

(4) 

M 2(1234) 

= -k J M(1356)M2(5624)o\I+3-5-6) d5 d6 
(PS2 - m2 + if)(P62 - m2 + if) 

- k(3 ~ 4) + A. (5) 

It will be necessary to discuss the detailed forms 
of (4) and (5) only in the appendices, and we will 

2 M. M. Broido, "On 'Homogeneous' Equations," Cam­
bridge University preprint (to be published). We shall refer 
to this paper as B. 

3 This is discussed in general terms in Sec. 4 of Ref. 2. 
A more ex{>licit choice of framework would rest largely on 
the possessIOn of some definite information about the high­
energy behavior of the equations. We do not know very 
much about this, though it seems that constant behavior 
would be self-consistent (cf. T5) and consistent with experi­
ment. 

Remarks added during preparation (February 1965)4 The 
argument can be greatly extended in scope and realistic high­
energy behavior explicitly included (cf. remarks in Appendix 
II) by using the technique of locally multiplicatively-convex 
algebras (E. A. Michael, Mem. Am. Math. Soc. It is also 
possible to give a much more detailed treatment of the 
Involutions, avoiding some difficulties which arise in the text 
in connection with the reality properties of the propagators in 
this off-the-mass-shell method; we will go into thIS in detail 
elsewhere. 

therefore write them in the more anschaulich form 
M - M2 = -kMM2 

(Bethe-Salpeter equation), (6) 

M2 -kP(MM2) 

(cut-structure equation), (7) 

where P represents the permutations and addition 
made explicitly in (5). Here k is a constant with 
the pure imaginary value 

k = i/2(27rt. (8) 

2. THE BETHE-SALPETER EQUATION 

TOP defines a natural involution (Def. IV.2) 
under which M is invariant: 

M(1234) = M(3412). 

Let us embed Eq. (6) into any Banach algebra 
with identity satisfying the following additional con­
dition, which is actually rather weak (footnote 4): 
all elements of the form I + a* a shall be invertible. 

Then because of the indentity (I + ia)(I - ia) = 
I + a2

, I - ia is also invertible for Hermitian a, 
and we can solve the equation in the form 

M2 = M/(I - kM). (9) 

This proves what we "knew" already, namely 
that M and M 2 commute. In this framework, then, 
we can be sure that (6) does define M2 properly; 
and once we have (9), there is nothing more to be 
done with the Bethe-Salpeter equation. In this 
sense (cf. footnote 4) the assumptions of this section 
are weaker than those of the next. 

3. THE CUT-STRUCTURE EQUATION: CASE A = O. 

Here we shall take the following framework (foot­
note 3): a commutative Banach algebra with in­
volution satisfying 

la*al = la* I lal· 

This framework is much more general than the one 
in Appendix I, and since we proved the commuta­
tivity under weaker analytic assumptions in the 
last section, it is really only the assumption about 
the norm that is new. Then we can apply the 
Gel'fand-Neumark theorem and get characters sat­
isfying (footnote 5) 

a(x) - b(x) = -ka(x)b(x) 

b(x) = -kP[a(x)b(x)] 
(10) 

4 See Definition IV.7 in Appendix IV, and remarks after it. 
6 See Theorem IV. 6. in Appendix IV. The relevance to 

the general method is discussed in Ref. 2, Sec. 4(c). 
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at each maximal ideal X; we must still determine 
what is meant by the transformation P in this situa­
tion. Now because M is Hermitian, a(x) is real; 
and because M is invariant under the permutations, 
so is a(x). This is because the Gel'fand isomorphism 
must preserve the structure of the Banach space, 
regarded as a representation module for the per­
mutation group (the identical argument is often 
used implicitly in representation-theoretic discussions 
of quantum mechanics) and in particular must take 
an invariant element into an invariant element. But 
since b(x) is a function of a(x) by (9) or (10), the 
permutations reduce to phase transformations at 
each maximal ideal x. Both permutations satisfy 
U2 

= 1, so their phases can only be ± 1 and the 
cut-structure equation takes the form 

b(x) = 2ka(x)b(x)f(x), (11) 

where f(x) is a function taking only the values 0 
or ± 1. Considering each point X separately we see 
at once that the equations have only one solution 
with real a, namely zero. [The situation and the last 
part of the argument are analogous to that arising 
from Eq. (6) of B.] This proves the assertion that 
there are no solutions. 

4. DISCUSSION OF THE CUT-STRUCTURE 
EQUATION FOR h ;t. O. 

Suppose first of all that the framework is the 
same as in Sec. 3. The coupling constant would then 
give rise to a Hermitian element, since it has at least 
as much symmetry as M. Equation (11) will then 
become b(x) = c(x) + 2a(x)b(x)f(x) with f(x) taking 
the values 1 and 0 only, and where c(x) is the func­
tion arising from h and is real. Again, it is not difficult 
to see that there is no solution at all with real a(x). 
If one converts the problem to one about operator 
algebras in Hilbert space (see B) one realizes that 
this is not surprising, since it corresponds to per­
forming the vertex-function renormalization by sub­
traction of a constant, and this is not expected to 
succeed. Another way of looking at it is that there 
is no reason to expect 

We now sketch some of the issues involved in the 
corresponding noncommutative problem. We imagine 
the equations as operator equations in Hilbert space 
again. A "coupling constant" (cf. Sec. 5 below) of 
the form h = C(12)C(34) will obviously be an op­
erator of rank 1. But in a multiplication like the one 

in (4) the integral would not coverge for C(12) 
const. If we imagined h as an unbounded linear op­
erator (generalizing the framework) it could not 
even be self-adjoint (footnote 6), and would probably 
be quite inaccessible to Hilbert-space methods. Of 
course one might try another form for the function 
C(12) to represent the high-energy behavior, (since 
this is not expected to be given accurately by 2CA) 
but the whole problem would then be very sensitive 
to the choice of this function (footnote 7). This 
state of affairs is unsatisfactory; we hope to return 
to these points in a later paper. 

5. APPLICATIONS TO BOOTSTRAPS 

The bootstrap equation (3) is as we mentioned 
before simply another way of writing (2), and is 
not an analytic continuation of (2). It is pointed 
out in T6 that the "coupling constants" appearing 
in bootstraps of this kind can be expected to be 
momentum-dependent, vanishing only on the mass 
shell; for this reason we have mentioned momentum­
dependent coupling constants in Sec. 4. Several 
people have followed the suggestion of Salam (Ref. 8) 
that one ought to put the vertex-function renormal­
ization constant equal to zero. The bootstrap system 
we have dealt with is the pseudoscalar meson equi­
valent of Salam's; and we have shown that it has 
no solution. We feel that this confirms the conjecture 
of T6 that the renormalization constant can vanish 
only on the mass shell. Taylor has succeeded in 
establishing a similar result for a (mathematically) 
simplified model (Ref. 9) with Euclidean metric and 
finite momentum-space cutoff, using fixed-point 
methods. 

6. CONCLUSIONS 

We have shown within very wide assumptions 
that the 2CA equations and the bootstrap system 
for pseudoscalar particles both have no nontrivial 
solution in the case where the vertex-function re­
normalization constant vanishes. We have discussed 
the significance of these results within the nCA 
formalism. The bootstrap result is also interesting 
in that the bootstrap (1), (3) is a far less crude 
approximation than most bootstrap systems, say 
than the scalar meson bootstrap (T6) 

6 This follows from the von Neumann spectral theorem. 
See F. Riesz and B. Sz.-Nagy, Lecture8 on Functional Analysi8 
(Budapest, 1952), Sec. 120. 

7 This is clearest when one performs an iteration process, 
though for these equations nothing much is known about 
whether this would converge or not. 

8 A. Salam, Nuovo Cimento 25, 244 (1962). 
U J. G. Taylor (private communication). 
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(which could perhaps be dealt with by the Galois­
theoretic considerations of B, Sec. 2, (b2), and to 
which we will return). Although it might be possible 
to deal with the equations for A ~ 0 as they stand, 
we feel that the renonnalization is a real necessity 
and that the quantities appearing in the re-inte­
grated equations are not well defined. In such a case, 
one will probably be forced to treat the differentiated 
equations in all their glory. We hope to discuss this 
problem in a later paper. 
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APPENDIX 1 

In this Appendix we derive the results of the 
paper using a simple analytical technique based on 
the resemblance of the multiplication MM2 to the 
multiplication of operators represented by kernels 
in spaces of L2 type. It is well known how such 
square-summable kernels may be approximated in 
norm by operators of finite rank; this procedure is 
analogous to Fourier analysis of functions of two 
variables, and we shall refer to it simply as Fourier 
analysis. We will deal here only with the case where 
the coupling constant is zero. 

Unfortunately the resemblance to multiplication 
of kernels is not a complete one because of the 
presence of the delta function conserving the mo­
mentum. In fact as we see at once from Eq. (4), the 
multiplication MM2 can be written without sub­
sidiary conditions (with some abuse of notation) in 
the form 

(MM2)(xyz) = J M(xyw)M2(xwz) du (xw) 

where 

x = Pl + P2 = P5 + P6 = Pa + p. 

y = Pl - P3 

w = P5 - P6 

Z = Pa - p, 

and the measure u(xw) (which will not concern us 
further) takes into account the propagators. The 

multiplication is really quite complicated-point­
wise in x, and similar to that for Fredholm kernels 
only in y and z. If we wish to attack the problem by 
Fourier analysis directly, we will have to deal with 
these two sets of variables separately. However it 
turns out that because of the particular algebraic 
structure of the problem we can obtain all the in­
formation we need from the kernel-type part of 
the multiplication alone. We will thus consider the 
variable x as simply a parameter and will write 

(MM2)(xyz) = J M(xyw)M2(xwz) dux(w) (13) 

and will focus our attention on the variables y, z, w. 
For "most" values of x (in a sense we shall not 
bother to define exactly) we assume that there is 
a square-summability condition in the other vari­
ables: 

and similarly for M 2' Then if for each value of x, 
AZ,(y) is an orthononnal sequence of real-valued 
functions, complete in the sense of the scalar product 

J AZ,(y)AZj(y) dux(Y) = aij, (15) 

we obtain for each value of x the Fourier expansions 

M(xyz) = a",jAZ,(y)A"j(z) 

M 2(xyz) = bZijAZ,(y)AZj(z) 
(16) 

(summation convention only on lower suffices) 

which will be unique and will converge to the required 
value U z - p.p. in each variable y and z; and by 
virtue of (14) we have 

L: laZ 'jl2 < <Xl etc. (17) 
ti 

Then we can regard the quantities a",j as matrices 
indexed by the lower suffices for each value of the 
upper suffix. In particular, for the multiplication 
(13) we obtain ordinary matrix multiplication: 

M(xyw)M2(xwz) dux(w) 

= J a''',kA\(y)A\(w)bZjIAZj(w)A"I(Z) duz(w) 

= aZ,kb\IAZ,(y)Az/(z). 

Thus when we multiply through by say 
AZ,,(y)Az.(z) and integrate over y and z, we obtain 
the correspondences 

(18) 
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so we can now drop all the suffices and write the 
two equations in the form (where the type of mul­
tiplication is understood) 

a - b = -kab, (19) 
b = -kP[ab] , 

where we must now determine the exact form of the 
operator P. Under TCP and under permutations 
of the variables in Eqs. (1), (2), the symmetry 
properties of M pass under (18) to a, as is obvious 
when we write 

because of course in (20) we change only the vari­
ables of M and not those of the other quantities in 
the integration. In other words a is a Hermitian 
matrix and is invariant under the permutations in P. 
Then we can solve the Bethe--Salpeter equation in 
(19) in the form 

b = al(l - ka) (21) 

as in any other kind of matrix algebra: see Neumark, 
Ref. 10, Sec. 23.1, Lemma 1). 

The cut-structure equation does not diagonalize 
in so obvious a way because the separation into two 
types of multiplication [Eq. (13)] is not crossing­
symmetric. Since 

(MM2)(1234) = a\kb"'kjA"',(y)A"';(z) 

we will have (we must now write everything ex­
plicitly) 

(MM2 ) (1234) 

= a1+3 'k b1+\;A 1+3 ;(1 - 3)A 1+\(2 - 4) 

and the cut-structure equation becomes [cf. (20)] 

b"'". = -k J al~:bl~~A 1:3(1 - 3)A 1;3(2 - 4) 

X A'" ,,(y) A '" .(j) du",(y) du",(j) - (other term). (22) 

By (21) we can assume that the a"',; are diagonal 
for all x. They are then all real, and the last equa­
tion is of the form 

b"'" = -k .L: J bU.K.(x, y) dy - (other term), 

where we have written b"'" for the p' the diagonal 
term; the K.(x, y) are real. But because k is pure 
imaginary, this last equation is inconsistent unless 
the b's are zero. But then also the a's are zero by (21). 

10 We can use the criterion in M. A. [Newmark] Neumark, 
Normed Rings (Moscow, 1958). Cf. comments in Ref. (2). 

Thus this construction is not a precise parallel 
to the use of the Gel'fand-Neumark theorem in the 
main part of the paper. It might be supposed that 
it is more general in view of the lack of restrictions 
on the x dependence in (13). This is not so, because 
crossing symmetry will force us to reimpose similar 
conditions, as we see from Eq. (22), where there is 
an implicit integration over just such a variable. 

APPENDIX II 

In this Appendix we discuss the range of validity 
of the treatment in Appendix I and enlarge this 
range somewhat by a generalization. 

The condition (14) is unrealistic for two reasons: 

(a) For each value of x, there is a value of y for 
which u",(y) is singular-this is simply the mass shell. 
This would be innocuous if it were not for the 
modulus signs in (14), which arise from the use of 
the Schwartz inequality. With (14) as it stands we 
have to put M = 0 at these points in order to make 
the integral converge; but in that case there is scat­
tering only off the mass shell and none on it! There 
seems to be little doubt that this could be overcome 
by the use of distribution theory, but since the 
conditions imposed in the body of the paper are so 
much more general we do not feel this would be 
worth the loss of clarity in what is after all only an 
illustration. Still, we have to admit that we have not 
been able to formulate explicitly a realistic set of 
conditions in closed form which imply the conditions 
used in the main part of the paper. This restriction 
will remain in the discussion below. 

(b) Behavior for large values of the variables. 
Because the integral 

J d4p 
(P2 _ m2)2 

is logarithmically divergent at infinity, the variables 
cannot approach nonzero constant values there. How­
ever (14) is even more restrictive than it need be, 
and we will now remove this unnecessary restriction. 
The point is that in the original equations [say (4), 
(5)], not more than one multiplication occurs III 

each term. Thus we may generalize (14) to 

IMI •. ", = J g"'(y) IM(xyz) 12 d Iu",(y) I d lu,,(z) I < ro, 

where the real function g"(y) satisfies 0 < g"(y) ~ 1 
for each x. Then we will regard our kernels not as 
maps of a Hilbert space into itself but as maps say 
from the space spanned by the basis functions A"; (y) 



                                                                                                                                    

PION - P ION seA T T E R I N G 1707 

into that spanned by the functions APPENDIX m 

Then in order to get an algebra we take the iso­
morphism between the two spaces defined by VB, = 
A" under which circumstances the multiplication 
in the equations corresponds to something of the 
form (P, Q) ~ PVQ, and when we come to calculate 
the Fourier components we obtain equations which 
we can write in an obvious notation: 

c - d = -kcvd etc., 

where v is the "Fourier matrix" corresponding to V. 
Regarded as an operator (2 ~ (2, V is Hermitian­
positive and bounded [we omit the details, which 
can be checked by inspection of the matrix elements 
using expressions corresponding and analogous to 
(20)]. Denoting by vi the Hermitian-positive square 
root (Ref. 11) and putting a = vicv\ etc. we get 
an equation a - b = -kab, and so on as before, 
also for the other equation. 

The transformation c ~ vicvi is not invertible, 
although it is an algebraic isomorphism into (the 
inverse image of v is the identity, and products 
go into products with suitable conventions). In order 
actually to carry out such an inversion, consider the 
set of operators of Hilbert-8chmidt type on (2 with 
the multiplication 

(r, s) ~ ros, 

where v has no zero eigenvalue. We add an identity 
in the usual way: call the resulting algebra V«(2). 
This does not alter the representations (Ref. 12). 
The algebra vet), regarded as a semigroup with 
involution, now satisfies the requirements of the 
Nagy Hauptsatz (Ref. 13) so there exists an extension 
of (2 in which we have a representation of V(l2) , 
i.e., with multiplication. 

(r', s') ~ r's' 

with 

pr r' = r etc. 

In order to get back to where we started from, 
we can use the minimal condition attached to the 
Hauptsatz and then take the isomorphism theorem 
for simple Hilbert algebras. (Appendix IV, Theorem 
IVA). 

11 "Hermitian positive square root"---see, for instance! 
Riesz-Sz.-Nagy, Ref. 6, Sec. 104, where an existence and 
uniqueness theorem are given. 

12 Reference 10, Sec. 10.3, Theorem V. 
11 B. Sz.-Nagy, Acta. Sci. Math. Szeged 15, 104 (1954). 

From the point of view of the general method it 
does not matter in the slightest which norm we take. 
This is brought out more effectively by the following 
theorem (see Ref. 10 Sec. 12, Corollary 2 to The­
orem 1): If two semisimple commutative Banach 
algebras are algebraically isomorphic, they are also 
topologically isomorphic. 

For the case A = 0 we proved in Sec. 2 that the 
systems must be commutative; even for A ¢ 0, M 
and M2 commute. This theorem shows that it cannot 
matter which norm we take (provided one exists at 
all). We see that the analytic arguments of Ap­
pendices I and II are not really very relevant. Not 
only are they contained in the more general argu­
ments in the text, but the differences in their details 
cannot bring in anything new. 

APPENDIX IV 

We summarize very briefly and without any com­
ments the main results from the theory of Banach 
algebras which are needed in the text and other 
appendices. References are to Ref. 10 in the form 
"a.b." == Sec. a Paragraph b, and we also give his 
terminology, which does not always agree with that 
of other authors. 

Definition IV.1 A Banach algebra is a complete 
normed algebra, i.e., an algebra which is a Banach 
space and in which the norm satisfies 

Ilxyll:::; IlxlIIIYII· 
Examples of Banach algebras: matrix rings, both 
finite- and infinite-dimensional, in the latter case 
with the restriction, say, 

Iiall = max:E la".1 2 < co. 
" . 

The algebra of continuous complex-valued functions 
on a compact space with pointwise multiplication 
and the norm 

Ilfll = max If(x)l· .. 
The algebra L(H) of all bounded linear operators 
on a Hilbert space H, with the norm 

IIBII = sup IIBxl1 [x E H, BE L(H)]. 
11%11-1 

Definition IV.2: an algebra with involution is an 
algebra over the complex field in which there is an 
operation * with the properties 

(kx + k'y)* = kx* + k'y* 

x** = x 

(xy)* = y*x* 
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where x, yare in the algebra, k, k' are complex 
numbers, and the bar denotes complex conjugation. 

Definition IV.3: a Hilbert algebra is a Banach 
algebra with involution which is also a Hilbert space 
and which satisfies the further conditions: 

(1) The two norms coincide 
(2) (xy, z) = (y, x*z), where (x, y) is the scalar 

product in the Hilbert space 
(3) If x ¢ 0, then also x*x ¢ O. 

The important example of a Hilbert algebra is 
the algebra of (possibly infinite-dimensional) matrices 
aif for which 

Iiall = :E la./I 
Ii 

and in which the scalar product is given by 

(a, b) = :E a.lJ.{. 
if 

We shall call this algebra :re. 

Theorem IV.4: Every Hilbert algebra is isomorphic 
to the orthogonal direct sum of algebras :re (possibly­
finite-dimensional). Proof: see Ref. 10, 25.5. 

Definition IV.5: an algebra is semisimple if the 

intersection of all its (left-, right-, two-sided) ideals 
contains only the zero element. 

Theorem IV.6 (Gel'fand-Neumark theorem): Let 
B be a commutative Banach algebra with identity, 
having an involution which apart from the usual 
algebraic conditions (definition IV.2) satisfies 

Ilx*xll = Ilx*llllxll· 
One can introduce a topology on the space M 

of all maximal ideals of B in which M is compact; 
then if C(M) is the algebra of all continuous complex­
valued functions on M with the definitions of the 
operations given in the example above, then C(M) 
and B are symmetrically and isometrically isomorphic 
(see Ref. 10, 16.2) 

Definition IV.7: A Banach algebra with involution 
having an identity e is said to be completely sym­
metric if for any element x, the element (e + x*x) 
always has an inverse (Ref. 10: 14; 20.4; 23). 

A wide variety of conditions for complete symmetry 
are given in Sec. 23 of Ref. 10; in particular, B is 
completely symmetric if it satisfies the conditions 
of the Gel'fand-Neumark theorem or if it is a sym­
metric algebra of operators in a Hilbert space. A 
commutative Banach algebra is completely symmet­
ric if and only if the characters satisfy a*(x) = a(x). 
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The threshold Regge poles are investigated in a variety of many-channel problems. The cases 
considered are a simple j-independent interaction between two spin-zero channels, the tensor force 
problem for two spin-! particles and a truncated interaction between a particle and a bound system 
of two particles. 

I. INTRODUCTION 

I T is well known that if one wishes to construct a 
scattering amplitude via a "one-pole" approxima­

tion in the complex angular momentuml
-

4 plane 
then the approximate partial wave amplitude would 
behave near threshold as e"(O)+l where a(O) is the 
position where this pole leaves the real axis. Nor is 
any other finite sum of poles going to give the proper 
k21

+
1 dependence. This problem has been resolved5

-
s 

by considering an infinite number of poles. 
The extension of the analytic continuation of the 

partial wave amplitude into the complex i-plane to 
the cases of more than one channel has been dis­
cussed by many authors.9

-
13 However, the threshold 

dependence of a many channel problem has hereto­
fore received little attention. It is to this problem 
that we shall devote our interest. 

We shall rely solely on potential theory in the 
following. In the second section we introduce the 
formalism to be used by means of a simple example 
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of two coupled spin-zero channels, interacting VIa 

a i-independent potential. 
In Sec. III we consider the tensor force problem. 

An expression for the Jost function is found using 
the regular wavefunction with the proper subtrac­
tion terIllS so that no unphysical assumptions on the 
tensor force are necessary. Using this expression, we 
are able to demonstrate the existence of the thres­
hold poles. 

A three-body problem is considered in Sec. IV. 
We take two particles in a bound s-state and allow 
them to be excited via the incident particle only to 
a p-wave state with no ionization possible. Assuming 
that the particle-particle interaction is a super­
position of Yukawa potentials, we are able to write 
down the explicit i-dependence of the potential. A 
similarity transformation is introduced which re­
moves the i-dependence of the potential. With the 
aid of this transformation we are able to see that 
the transformed Jost function has a simple fixed 
pole at i = -!, that the determinant has no poles, 
and that the transformed S-matrix has no fixed 
poles. 

n. TWO COUPLED SPIN-ZERO CHANNELS 

In order to illustrate the method of proof that we 
shall use to establish the existence of the threshold 
trajectories in the various cases we will consider, 
let us work with the simple problem of two coupled, 
two body, spin-zero channels. While appearing a 
bit acadeInic, this problem has the advantage that 
it is the simplest one to require a matrix formulation. 
Hence the method of proof will be essentially the 
same as that which will be employed in the following 
more interesting probleIllS. As a further simplifica­
tion we assume that the potential is strictly local. 
The Schrodinger equation is 

- 1/I"(r) + (A2 
- t)r-21/1(r) + V(r)1/I(r) = J(l1/l(r), 

(2.1) 

1709 
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where 

(2.2) 

and 

K2 = [k
O
! ~J (2.3) 

In Eq. (2.1), X2 = (l + t)2 is a scalar and y,.(r) is a 
square-matrix solution, each column of which is a 
vector solution of (2.1), the columns differing by the 
boundary conditions. Thus when we define a matrix 
solution F(X, K; r) such that 

lim F(X, K; r) eiKr = 1, (2.4) ...... 
then the first column would behave at infinity as 

and the second column as 

F(X, K; r) satisfies the following integral equation: 

F(X, Kj r) = Fo(X, K; r) 

- [0 dr'G>.(K; r, r')V(r')F(X, K; r'), 

where 

Fo(X, Kjr) = exp [-!i7l-(X + !)](!11'1')' 

(
kt H(2) (k r) X ex >. ex 

o 

G (K' r r') = (U>.(k a; r, r') 
A " 0 

and 

k~H~~ (kllr») ' 

U>.(kll~ r, r')' 

(2.5) 

(2.6) 

(2.7) 

u>.(kjr, r') = 7r
2
- \rr'): [J>.(kr)J -x(kr') - J>.(kr')J _>.(kr)]. 

sm 7r" (2.8) 

We have used J >. as the regular Bessel function and 
H~2) as the Hankel function of the second kind. We 
may also define a regular solution I{J(X, K; r) to (2.1) 
by the boundary condition 

lim r->'-'I{J(X, K; r) = (!7r)'2->'/r(1 + X). (2.9) 

I{J(X, Kj r) then satisfies the integral equation 

I{J(X, Kj r) = l{Jo(X, K; r) 

+ [ dr'G>.(Kj r, r')V(r')I{J(X, Kj r'), (2.10) 

where 

(X K' ) = (hr)t(k:A J >.(kar ) 0) 
l{Jo , ,r 2 0 k,i"J>.(kllr) . (2.11) 

The proof of the convergence of the iterative 
solutions to (2.10) and (2.5) follow similarly as in 
the single-channel case.s We observe from Eq. (2.4) 
that F(X, Kj r) and F(x, -Kj r) are independent 
solutions to (2.1). Hence we may write 

I{J(X, K; r) = (1/2i) [F(X, -Kj r)K-1F(X, K) 

- F(X, K; r)K-1F(X, -K)], (2.12) 

F(X, K) = W[I{J(X, K;r), F(X, K;r)] = (j;'F - (j;F'. 

(2.13) 

The boundary condition (2.4) together with (2.2) 
shows 

2i-11{J(X, K j r)rl(X, - K) 

:::: [e- iKr - eiKrK-1F(X, K)F-l(X, -K)]; (2.14) 

hence 

SeX, K) = exp [!i7r(X + !)]K-1P(X, K)p-l(X, -K), 

(2.15) 

and we see that 

W[I{J(X, Kj r), I{J(X, K; r)] = O. 

Using (2.13) and the boundary condition (2.4) we 
find 

F(X, -K)K-1P(X, K) = F(X, K)K-1P(X, -K). 

(2.16) 

Thus we may write 

SeX, K) = exp [!i7r(X + !)]r1(X, - K)F(X, K)K-1, 

(2.17) 

where we have established the symmetry of the 
S matrix. The choice of the phase of S is fixed by 
requiring 

SeX, K) ~ 1 
k-><D 

for arbitrary X. 
Inserting the integral equations (2.5) and (2.10) 

into (2.13) and using the scalar Wronskians of the 
Bessel and Hankel functions14 we find 

1. G. N. Watson, Theory of Bessel Functionll (Cambridge 
University Press, New York, 1958). 
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t(X, K) == exp [ -i ~ (X + !) ]KHF(X, K) 

= 1 - i exp [i ~ (X + !) ]KX
-

i 

X 1<0 drcpo(X, Kj r)V(r)F(X, Kj r). (2.18) 

It was noted earlier that we may write 
<0 

F(X, Kjr) = L F("l(X, Kjr), 
,,-0 

where 

F(Ol(X, Kj r) = FoCA, K, r), 

F("l(X, K; r) = (-)" 

X J<O dr'Gx(Kj r, r')V(r')F( .. -ll(X, K, r'). 

Applying (2.19) we have 

t(X, K) = 1 - i exp [i ~ (X + !) ]KX
-

i 

X tu 1<0 drcpo(X, K, r)V(r)F(") (X, Kj r) 

= 1 - i exp [i~ (X + !)]K?-i 

X 1<0 drcpo(X, Kj r)V(r)Fo(X, Kj r) 

+ i exp [i~ (X + !)]Ki-X 

(2.19) 

(2.20) 

Hi2l(kr)Jx(kr') ~ ~ (C)X[eirx(kr. )2X r (1 - X) -lJ 
k~Ot1l"X r 2 r(1 + X) 
Xe!O (2.22) 

and 

gx(kj r, r\:o (rr')' ;X [(;Y - (7 tJ. (2.23) 

Equation (2.23) shows that in any order all of the 
k-dependence in (2.21a) will come from the terms 
CPo.(X, Kj r) and Fo,(X, K; r). 

The Regge poles are determined by the zeros of 
the determinant of F(X, _K).l2.16 Thus we look at 

det F(X, k) = F(X, K)aaF(X, K)~~ 

- F(X, K)a~F(X, K)~a. (2.24) 

Inserting (2.21a) into (2.24) and then examining 
it near ka = 0, X = 0 we find 

det t(x, K) = {I - ~ [e;c(X) - C(O)]}t~~(O, ill), 
(2.25) 

where 

1'" i .. X r(1 - X) 1 
C(X) = 0 dr Va a (r)e r(1 + X) + ... + t~~ 

X [(~r ]1<0 dr 1<0 dr'rr'Va~(r)V~a(r')(ill)'-X 

X exp [-i ~ (X + !) JHi2) (illr') Jx(illr) 

X l (~)X .rA(C)2X r(1 - X) + ... ] 
i1l" r' e r r(1 + X) • 

X 1<0 drcpo(X, Kjr)V(r)GA(Kj r, r')V(r')Fo(X, Kj r') In a similar manner we find for k~ ~ 0, X ~ 0 

+ ... (2.21) det t(X, -K) = {I - ~ [C'(X)kpA 
- C'(O)]}taa(Il). 

or 

t,.,(X, K) = a,., - i 'exp [i ~ (X + !) Jk~-t 

X {l<O drcpo.(X, Kj r)V,.v(r)Fo,(X, Kj r) - 1<0 dr 

X 1<0 dr'cpo.(X, Kj r) ~ V,..(r)Gx.(Kj r, r')V .. (r') 

X Fo,(X, K; r') + ... }. (2.21a) 

Since we are interested in the threshold depend­
ence we shall expand t,., near k,. = 0 and k~ ---+ ill 
is a constant. We shall also use 

(2.26) 

For either (2.25) or (2.26) we have 

det t(x, - K) = [1 - ~ C(O) Jl -k2Xe-irA D(X)] = 0, 

(2.27) 

where 

D(X) == C(X)[C(O) - xrl j D(O) = 1, 

and we have divided by the factor tv,. The Regge 
poles are thus determined by 

1 - eAe-irXD(X) = 0 for E ---+ 0+ (2.28) 

1 - Ikl2X D(X) = 0 for E ---+ 0-. (2.28a) 

1& R. G. Newton, J. Math. Phys. 1, 319 (1960). 
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These being just the equations Desai and NewtonS 
have solved, we may write down their solutions for 
E~O+ 

1 E 
tanr,o = -logE-' 

11' 0 

n = ±1 ±2 •.. « logE/Eo 
" 211' 

and forE ~o-

A<ft> ±2n1l' +. (21J'n)2a 
= llog -E/Eol ~ llog -E/Eol ' 

n = 1 2 ... // ilog -EIEo!. 
" " 21J' 

(2.29) 

(22.9a) 

We thus come to the conclusion that as the first 
channel opens up (i.e., ka ~ 0) an infinite number of 
poles approaches the point A = 0 or l = -to If we 
then increase the energy until the second channel 
opens up (i.e., kp ~ 0) we have another set of poles 
approaching the point A = O. 

m. TENSOR FORCE 

In this section we shall consider the scattering 
of two spin-t particles interacting with a spin-spin 
force and a tensor force jl3 that is, 

where 

(3.2) 

The tensor-force term leads to a set of coupled 
radial Schrodinger equations for the triplet case with 
parity (-) i+l. For the triplet case with parity (_) i 
and the singlet case the equations are uncoupled 
and hence basically the same as the spin-zero case. 
In matrix notation the coupled equations are 

-d2 if;(r)ldr2 + CCJ)r- 2 if;(r) + V(i)(r)if;(r) = eif;(r), 

(3.3) 

where 

VCr) = _._1 _ [(2j + I)V,k) - 2(j - I)V,(r) 6[j(j + 1)]iV,(t) ] (3.4) 

21 + 1 6[j(j + 1)]lV,(r) (2j + 1) VaCr) - 2(j + 2) Vier) 

with 

Vir) = Veer) + V,,(r). 

The centrifugal term C(j) is given by 

Cm = [j(j - 1) 0 ]. 
o (j + 1)(j + 2) 

(3.5) 

As before we may define an irregular matrix solu­
tion 

F(j, kjr) = Fo(j, kjr) 

- [D dr'G(j,kjr,r')V(r')F(j,kjr'), (3.6) 

where 

Fo(j, kj r) = e-ii"i(~kr)l[H~~i(kr) 0 ] (3.7) 

o -H?li(kr) 

and 

G(j;k;r,r') = [gH(k;r,r') ~,]. (3.8) 
o gi+l(k, r, r) 

The terms g; are defined in (2.8). Looking at 
the potential term (3.4) we can see that we can 
expect trouble with an iterative solution to (4.8) 

when j approaches the point -t. This point has 
been fully discussed by Desai and Newton.s We 
shall merely summarize their arguments. 

We note that the matrix 

Uil = (2j + I)-lUi 

(3.9) 

diagonalizes the potential V(i) under a similarity 
transformation of the form 

V' = Ui V(j) Ujl = (Vd ~ 2V, Vd ~ 4 V} (3.1O) 

Thus the procedure is to define the wavefunctions 
as in (3.6), a regular wavefunction and a Jost func­
tion. These functions are then transformed as in 
(3.10) and we see that they acquire, at worst, simple 
poles. Further, it can be shown that there is no pole 
in the determinant of eth J ost function. However, 
we need not concern ourselves with the point j = - tj 
for we will find that in looking at the threshold 
poles we are interested in the points j = t, - i. 

Let us now consider the problem of defining a 
regular wavefunction. If we were to go ahead and 
define it in analogy to (2.10), then we would be 
forced to make some strong assumptions about the 
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tensor force in order that the integrals converge at 
r = o. This can easily be seen by examining the 
(2,1) element of the matrix Gj(k; r, r')V(r')rpo(r'). 
It contains a term of the form 

Vt(r')gi+i(k; r, r')Ji-1(kr') 

which blows up as l/r as r --7 o. To avoid this dif­
ficulty, we write 

rp(j, k; r) 

= rpo(j, k; r)[ 1 + 6[j(j + 1)]ik-2 t dr' ~ Vt(r,)pJ 

+ { dr' {G(j, k; r, r') Vi(r')rp(j, k; r') 

where 

RCJ) = 1 - 6[j(j + I)]i 11 dr! V:(r)P. 
o r 

(3.18) 

When we are finished we shall let (T --7 o. Now we 
put (3.11a) into (3.14) and evaluate it as r --7 00. 

We find 

f(j, k) == i exp (!i7rj)ki-lF(j, k) 

= ilCJ) - i exp (ti7rJ)ki-l 

X {' c{;(j, k;r)V,i(r)Fo(j, k;r). (3.19) 

However, it is obvious, if we look at the first Born 
term, that we cannot let (T --7 0 at this point; we 

- 6[j(j + 1)]ik-2(1/r')rpo(j, k;r')Vt(r')P}, 

where 

(3.11) must still arrange the subtraction terms. Thus 

(j k. ) = (7rkr)\-i(Ji- 1(kr) 0) 
rpo , ,r 2 0 Ji+!(kr) 

and 

We may now define the J ost function 

F(j, k) = W[rp(j, k; r), F(j, k; r)] 

= c{;'(j, k; r)F(j, k; r) - c{;(j, k; r)F'(j, k; r) 

so that 

rp(j, k; r) = (I/2ik) [F(j, -k; r)F(j, k) 

- F(j, k; r)F(j, -k)] 

and 

SCi, k) = exp i7r(j + I)rl(j, -k)F(j, k). 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

(3.16) 

In the usual case we would, in order to evaluate 
F(j, k), take (3.14), substitute the integral equations 
for rp(j, k; r) and F(j, k; r) and, using the fact that 
the Wronskian is independent of r, evaluate it at 
the origin. However in this, the tensor force case, 
that procedure leads to a great deal of difficulty due 
to the presence of the subtraction term in the integral 
equation for rp(j, k; r). 

Hence we will resort to the trick of using 

V:(r) == r~Vt(r), (T> 1. (3.17) 

Thus we are able to write 

rp(i, k; r) = rpo(i, k; r)RCJ) 

+ { dr' G(j, k; r, r') V' (i) (r')rp(j, k; r') (3.11a) 

f(i, k) = 1 + 6[j(j + I)]ik-2 

X 100 dr -; Vt(r)P - i exp (!i7rj)ki-l{l°° drrpo(j, k; r) 

X V(j}(r)Fo(j, k; r) + 6i[j(j + I)]i exp (-!i7rj)k-l-f 

X ! Vt(r)P + 6i exp (-ti7rj)k-l-i[j(j + I)]i 100 dr 
r 0 

X t dr' ~ Vt(r')Prpo(j, k;r)V(i)(r)Fo(j, k;r)+· •. }, 

(3.20) 

where we have used the following iterative solution 
for rp(j, k; r): 

rp(j, k; r 

= rpo(j, k; r{ 1 + 6[j(j + I)]ik-2 t dr' ~ Vt(r,)pJ 

+ { dr'G(j, k; r, r') V(i) (r') [rpo(j, k; r') - rpo(j, k; r) 

X 6[j(j + I)]ik-2(1/r') Vt(r')P] + ... . (3.21) 

Now (3.20) and (3.21) contain the proper sub-
tractions to ensure convergence. Therefore we have 
allowed (T --7 0 and removed the primes on the poten­
tial terms. 

It is now a straightforward matter to evaluate the 
determinant of F(j, k). Using Eqs. (2.22) and (2.23) 
we find for 

• "" 1 J= 2, x = i - t, k~O, 

det f(X, k) = {I - ~ [k2XC(X, i) - C(O, m}aCJ), 
(3.22) 

where C(O, i) is a continuous bounded function of 
j near the point i = t. (See Appendix A for an ex-
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pression for C.) Also for i '" -!, p=i + ! and 
k '" 0 we have 

det I(p, k) = [1 - p-l[k2·C'(p, i) - C'(O, j)]JG'(J). 

(3.23) 

Obviously (3.22) and (3.23) admit to the solutions 
(2.29) and (2.29a). We have thus established that 
there are two sets of threshold trajectories which 
appear as k ~ O. One set approaches the point 
i = ! and the other i = -!. In addition to these 
two terms there is the case of the parity (_ )i. 
This state also has threshold poles approaching the 
point i = -!. We have been working in a single 
i-plane; this plane may be thought of as two separate 
t-planes separated by two units. The question as to 
which amplitudes these poles contribute is not at 
all clear at the present time. 

IV. GENERALIZED INTERACTION 

In this section we shall consider a more general 
problem of two channels where we have two spin-O 
particles in the. initial state which may either elas­
tically scatter or produce two particles, one with 
spin-l and the other with spin-O in the final state. 
We shall concern ourselves only with a parity con­
serving interaction. Hence, this problem immediately 
separates into two parts: (a) the initial and final 
intrinsic parities are the same, and (b) the initial 
and final intrinsic parities are different. Under part 
(a), the problem divides, depending on whether the 
orbital angular momentum l = i or l = i ± 1. The 
first case is just the example worked out in the second 
section. The second case is just a specialization of 
the tensor force problem we worked in the third 
section. In part (b) the separation is a bit trickier. 
In the elastic channel the states of orbital angular 
momentum l = i, hence of parity (-) i, are coupled 
to the states in the inelastic or "production" channel 
of l = i ± 1, but by parity conservation, not to 
the states of l = i in the inelastic channel. The states 
of l = i in the inelastic channel are completely un­
coupled and can be ignored. For the problem when 
the initial parity is (-) i, we shall use a model of a 
truncated three-body problem. 

Let us consider three spin-zero particles: particle 
No.1 is an incident particle; particle No.2 is a bound 
particle, and particle No.3 is a fixed "core." We 
truncate this problem by stipulating that the bound 
system of particles No. 2 and No. 3 has only one 
8- and one p-wave bound state and that there can 
be no ionization. Using the formalism for the three­
body problem found in Ref. 16 we write down the 

following Schrodinger equation which is essentially 
eq. (2.10) of Ref. 16 
- 1/t"(r) + (A2 - i)r-21/t(r) + V(r)1/t(r) = K 2 1/t(r) 

(4.1) 

where 

A2 = [:2 ~ ~], 
o 0 ,.,.2 

A = i + !, 
p = i - !, 

,.,. = i + !, 
and 

[

k2 0 0] 
K2 = ; k~ 0 . 

o 0 k~ 

(4.2) 

(4.3) 

(4.4) 

(4.6) 

We have thus reduced the three-body problem to a 
simpler two-body formalism. In order to illustrate 
the meaning of (4.1) let us write down the elements 
of the matrix V in terms of 

= 1'" dr21/t~.(E2r2)WI •. I.:Z,',I.'(i';r,r2)1/t,.,(E~r2) (4.7) 

and 

= J dnl dn2 Y:f:/.O\, f'2) Y:f"I.,(f'I' f'2) V12(rl - r 2), 

(4.8) 

where II is the angular momentum of the incident 
particle no. 1; VI is the interaction between particle 
No.1 and the core; l2 is angular momentum of the 
bound particle, which can take the values 0 1 . , , 
E2 = Go, GI are the binding energies in the 8- and 
p-wave states, respectively, and anything else is as 
defined in Ref. 16. It will be shown that this poten­
tial is symmetric providing we choose the bound­
state wavefunctions 1/t,.(E2, r2) to be real. 

Vll = VI + Wi.O:i.o(i; Go, Go; r), (4.9) 

VI2 = V21 = Wi.O:H.I(i; Go, GI ; r), (4.10) 

VI3 = V31 = W;'O:i+1.I(i; Go, GI;r), (4.11) 

V 22 = VI + Wi-I.I:H.I(i; GI , GI ; r), (4.12) 

16 R. G. Newton, Nuovo Cimento 29, 400 (I963). 
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V S2 = V 23 = W/-1 ,l;i+l,1(j; G1 , Gl ; r), (4.13) 

Vas = VI + W/+l,l;I+l,l(j; G1 , G1 ; r). (4.14) 

We can proceed in the usual manner to write down the regular and irregular wa vefunctions and the J ost 
function: 

F(A, K; r) = Fo(A, Ki r) - [' dr'G(A, Ki r, r') V(r')F(A, K; r,), 

lim eiKrF(X, K; r) = 1, 

(4.15) 

(4.16) 

[

e-ih(HilktHi2l(kar) 0 0 

Fo(A, K; r) == (!1I1')1 0 e-ih (r+ i lkVI!2l(kpr) 0 

o 0 e-i ' lr
(l'+ ilkiH!2)(k/lr) 

(4.17) 

[

gX(ka;r,r,) .0 

G(A,Kjr,r') = 0 g.(k{Jir,r') 

o 0 

o 1 o , 
gikp;r,r') 

Again it follows 

4J(A, K; r) = (lj2i)[F(A, -K; r)K-IF(A, K) 

- F(A, K;r)K-1F(A, -K)J (4.25) 

(4.18) and thus 

4J(A, K; r) = 4Jo(A, K; r) 

+ 1" dr'G(A, K; r, r')4J(A, K, r'), 

4Jo(A, K; r) 

[
k~}.J}.(kar) 0 0 1 

= (~r 0 kiP J.(k{Jr) 0'. 

o 0 k'jI'Jik/lr) 

(4.19) 

(4.20) 

It may be thought that we should include some 
subtraction terms in (4.19). This however is not 
necessary as we will discuss later. 

Using exactly the same methods we used in Sec. 
II, we may define 

F(A, K) = W[4J(A, K; r), F(A, Ki r»). (4.21) 

Hence 

teA, K) = iKA-i exp [!i'1l"(A + !)JF(A, K) 

= 1 - iKA-i exp [ii'1l"(A + !)J 

X {' dr4Jo(A, Kir)V(r)F(A, K;r), (4.22) 

where 

SeA, K) = rl(A, -K)f(A, K). (4.26) 

Let us now turn to the problem of evaluating the 
j-dependence of the potential matrix. We make the 
simplifying assumption that V12(!f1 - f 2 1) is a super­
position of Yukawas; hence 

V (I I) J d f.) -ulr.-r.1 1 
12 fl - f2 = Up,U e I I 

. f1 - f2 
(4.27) 

= -4'11" J dup(u)G(i'lf;fl,f2), 

where G is the usual free two-partkle Green's func­
tion. Thus16 

X p(u)J1+!(iur<)Hj':Miur». (4.28) 

Inserting this in Eqs. (4.7) and (4.8) and using 
Eq. (4.34) in Rose1 7 we find 

riO.'"'' 
0 

e,ilr(A+" = 0 e,i"('+" " .. ~ . .J 
X Chlo(j, M; ml, m2)CZ,'I.,(j, M; mL mD 

(4.23) X CHAll' ml; m, mDClI.(l~, m~; m, m2) 

0 0 

and 

[k'-I 
0 

KH_ ~ k~-i 

0 

o 1 o . 
kp-i 

(4.24) 

X CI,I.,(ll' 0; 0, O)Cl,I.(l~, 0; 0, 0) 

[ (2l2 + 1}(21: + 1}]'A(l' 1 E l' E":'I ( ) 
X (2l~ + 1)(211 + 1) ,2, 2. 2. 21 r" 4.29 

17 M. E. Rose, Elementary Theory of Angular Momentum 
(John Wiley & Sons. Inc., New York, 1957)' 
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where 

A(l; l2' E z , IL E~; r) = J dup(u)u 

X [r-iJI+i(iur) 1 dr2r;lHl~i( -iur2) !fl. (r2) !fl.,(r2) 
rs>r 

(4.30) 

Since Ea is fixed when 12 is given, we drop E2 in the 
notation for A. Using Eq. (6.6b) in RoseI 7 we find 

relations for the Clebsch-Gordan and Racah coef­
ficients that the potential matrix V is symmetric. 

Using (4.31) and the tables in Rose17 and Ed­
mondsI8 we explicitly evaluate the j-dependence of 
the potential V. 

VII = VtCr) + BCO; 0, 0; r) == UI(r), 

VIZ = [3;/(2j + 1) ltB(I; 0, 1; r), 

[ 3U + I)J' V ,3 = - 2; + 1 B(l; O.ljr), 

(4.9a) 

(4.IOa) 

(4.lla) 

. 1 
V22 = VIer) + B(O; 1, l;r) + ~;~ 1 B(2; 1, l;r) 

, 1 
== Ua(r) + ~; ~ 1 B(2; 1,1; r), (4. 12a) 

X L Well, 12 , If, l£j;, l)(2l + I)C II A Il' OJ 0,0) V 3[;U + 1)JiB(2 1 1 ) 
I 23 - -2; + 1 ;, i r , (4.13a) 

X CII,(l:, 0; 0, O)B(lj l2' l~; r), 

where 

(4.31) 

B(l; 12 , l~; r) = -(2i/411')A(l; l2' l~; r) (4.32) 

and Well) l2' 1f, l~; j, l) is a Racah coefficient. It is 
easily seen from (4.31), (4.30) and the symmetry 

'+2 
Va3 == VIer) + B(O; 1, l;r) + ~j + 1 B(2; 1, l;r) 

'+2 == U2(r) + ffi B(2i 1,1; r). (4.14a) 

Thus the potential matrix V is of the form 

U1 [ 3' J' 2; ~ 1 B(I; 0, 1) - [3(j + 1) ],B(1 '0 1) 
2; + 1 " 

V- [2; ~ IJ'B(I;O, 1) 
j - 1 

U2 + 2j + 1 B(2; 1, 1) -3 [j(j + 1)]t B(2' 1 1) (4.33) 
2; + 1 " 

[3(j + 1)], -3 [j(j + 1)]1 B(2' 1 1) '+ 2 
- 2j + 1 B(I; 0, 1) 2; + 1 " U2 + 2~ + 1 B(2; 1, 1) 

As in the case of the tensor force we are faced with 
the possibility of an essential singularity in the S­
matrix at j = -j unless we can find some r-in­
dependent transformation that will remove the 
1/ (2; + 1) -dependence. It might be noted that if 
one identifies U2 and B(2; 1,1) with Vii and V, of the 
previous section, we have a submatrix whose form 
is exactly that of the tensor force. Hence we would 
expect that our results would be the same as that 
case in the limit in which B(l; 0, 1) ~ 0. That this 
is not true is seen from the fact that (4.33) contains 
four independent functions of r; UI(r), U2 (r) , 
B(I; 0, 1; r), B(2; 1, 1; r). Hence it will be impossible 
to diagonalize V with an r-independent matrix. An 
alternate method is to note that two of the eigen­
values of V involve square roots of B(r). Thus our 
transformation will be entirely different from the 
transformation used in the tensor force case, This 
situation is somewhat analogous to what happens 

in the tensor force problem when one adds L·S 
coupling. 

The problem of the behavior of the regular wave­
function near r = ° is not present. This comes from 
the fact that (4.32) may be shown to have the proper 
r-dependence near the originI6 so that no subtrac­
tions are needed, provided the weight function p(u) 
behaves reasonably as u ~ co. 

We shall, in this section, subject all the formalism 
to the similarity transformation AMA -1 = M where 

[

(2j + 1)-1 ° ° 
A = ° ;1 (j + 1)1 

° _;1(2; + 1)-1 (j + l)t(2; + 1)-1 

(4.34) 

18 A. R. Edmonds, Angular Momentum in Quantum 
Mechanics (Princeton University Press, Princeton, New Jer­
sey, 1957). 
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and 

A-I = l(2
j +~ 1); 

Hence 

o o 
!rl - !(2j + l)r; 

!(j + 1)-; !(2j + 1)(j + 1)-; 

(4.35) 

[(j H)' 
X2 = 0 

0 

0 

(2j: I)' l l+j+t 

1 l + j + t 
(4.37) 

[ k' 
0 

~j E' ~ ~. k~ 

0 k~ 

(4.38) 

v = AVA- I Since the transfonned differential equation and 

l UI 0 -V3B(ljO,l) 1 
= -V3B(ljO,l) U 2 -B(2j1,1) 3B(2j1,1) , 

-V3B(ljO,l) 0 U2 +B(2j1,1)J 

boundary condition have no poles, Eqs. (4.36), 
(4.37), (4.38), (4.22), and (4.23) imply that there 
are no poles as a function of j in F(A, K, r). The 
fact that G(A, K j r, r') has no poles is easily verified 
by direct calculation with the use of the recurrence 

(4.36) relations for the Bessel functionsl4 and the equation 
-----------------------------------

[

gX(k a ; r, r') 

G(A, K; r, r) = ~ ![g..(k/ljr,r'): g.(k/ljr,r')] !(2j+ l)[g,.(k/ljr~r') - g.(k/l,r,r,)]]. 

!(2j + 1)-1 [g..(k/lj r, r') - g.(k/ljr, r')] ![g..(k/lj r, r') + g.(k/l; r, r')] 

There is, however, a simple pole in cp(A, Kj r) since 

[

<pOA(kar) 0 

cp(A, Kj r) = 00 ![<po.(k/lr) + <po.(k/lr)] 

!(2j + 1fl[}o.(k/lr) - <po.(k/lr)] 

!C2; -: 1)[".(~,r) - ... (k,r)lj, 
2[<po.(k/lr) + <po.(k/lr)] 

where 
q = p., II, X. 

(4.39) 

(4.40) 

The Regge trajectories are determined by the zeros of det teA, K). Since we expect that the threshold 
poles for ka ~ 0 will end at X = 0, we must see if this determinant has a pole at j = -!. It will be easier 
to consider 

where 

[
1 0 0 j 

G= 0 1 0 . 
o 0 k~ 

(4.41) 

Obviously the determinants differ only by 

det GKCt-A
> exp [!i1r(A + !)] = det GK exp [-!i1r(X + !)] 

which has no poles as function of j. 
From (4.20), the recurrence relations for the Bessel functions and the fact p. = II + 2, we find 

FI(A, K) = iGK1- X exp [-!i1r(A + !)] + G' La> drcpo(A, K, r) V(r)F(A, K; r) (4.42) 

where 
o o 

o 2j + 1 k l -. -1 ... C.+l> 
2 /I e (4.43) 

O 1 k1-' -t· .. C.+t> 0 
2(2j + 1) /I e 
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and 

o 
!(2j + l)k:;' J'+1(k(Jr) 

!(2j + 1)-lk:;' J~+l(k(Jr) 

(4.44) 

Using Eqs. (4.42), (4.43), and (4.44) it follows that multiples of B: 
we may write 

No = N&B, 

Nl = NfB. 

(4.53) 

(4.54) 
i\(A, K) = (2j + 1)-lBM + CD + BD' 

+ (2j + I)El + (2j + 1)2E2 + ... , 
where 

o 0 OJ 
B=OOO, 

010 

C = [~ ~ ~l, 
000 

BC = CB = 0, 

(4.45) 

(4.46) 

(4.46a) 

(4.47) 

(4.47a) 

and the matrices M, D, and D' are independent of j. 
Equation (4.45) immediately implies that det 

Fl(A, K) has at worst a simple pole at j = -to By 
explicit evaluation, using the first Born term for 
F(A, K; r) we may see that det F(A, K) ;z!! 0 as 
j ~ -i. These two statements and Eq. (4.45) show 
that F-;l(A, K) also has at worst a simple pole at 
j = -i. Hence we write 

F-;l(A, K) = (2j + 1)-lNo + Nl + (2j + I)N2 

+ (2j + 1)2Na + ... , (4.48) 

F-;l(A, K)Fl(A, K) = Fl(A, K)F-;l(A, K) = 1. (4.49) 

Equations (4.48), (4.49), and (4.45) imply 

We recall that 

SeA, K) = F-;\A, _K)e1ir(X+l)p"\(A, K), 

where 

exp [!i1r(A + !)] 
e1ir().+1) 0 0 

(4.55) 

0 0 (2j + l)elir(~+i) 

0 _1_ !ir(,+l) 
2j + 1 e 0 

= exp {[!i1r(II + !)]j2j + 1 B + M. (4.56) 

Hence Eqs. (4.55), (4.54), and (4.56) imply that 
there is no pole at j = -! in S. 

We shall now look at det F(A, K) as ka, k(J ~ 0 
with A, II, p, ~ O. The procedure is the following: 
first we substitute the iterative solution for F(A, K, r) 
in the Jost function; then we evaluate the deter­
minant of the J ost function, and then we use Eqs. 
(2.22) and (2.23) for evaluating the limit k(J ~ 0, 
II~O. We find 

ka ~ 0 A ~ 0 

det F = {I - A -1 [k~).C(A) - C(O)]}G(k(J, p" II), 

(4.57) 

E1No + CD'Nl + BD'Nl + BMN2 = 1. 

Multiplying from left by B we find 

BE1No = B. 

(4.50) k(J ~ 0 

det F = {1 - II -1 [k~'C'(II) - C'(O) ]}G'(ka, A, p,), 

(4.51) (4.58) 

The important consequence of (4.51) is that 
No ;z!! O. Thus F-;l has exactly a simple pole. The fact 
that both F-;l and Fl have simple poles shows that 
det Fl has no pole at j = -i. 

We also have 

F-;lFl = (2j + 1)-2NoBM + (2j + 1)-1 

X (NoCD' + NoBD" + N1BM) + ... = 1. (4.52) 

Equation (4.52) implies that Nl and No are left 

det F = {I = p,-l[k~~C"(p,) - CI(O)]}G"(k(J, A, II). 

(4.59) 

(An expression for C' is given in Appendix B.) 
With the help of Eqs. (4.3), (4.4), and (4.5) we 
see that as the spin-O or "a" channel opens, we 
have an infinite number of poles of the form given 
in (2.29) approaching the point of j = -to As the 
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spin-lor "/3" channel opens up we have two sets of poles as given in (2.29). One set approaches j = ! and 
the other j = -J. 
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APPENDIX A 

The expression for G defined in Sec. III is given below. 

1 'rA r(1 - X) {1'" (r)2A+1 . . ' 1 36j(j + 1) [1'" 
G(X) = 2j + 1 e r(1 + X) 0 dr 2 [(2J + 1) Vir) - 20 - 1) V, (r)] - filII 7r2(2j + 1) 0 dr 

l' (r')A{ r)2A f'" 1 1'" (r)' -A J 1 
• 0 dr'V,(r)V,(r')rr' -; \2 cf>o.(kr)fo.(kr) + 1 dr-:;: V,(r) 0 dr\2 r r(1 + r)V,(r) + (2j+l)fllll 

1'" l' ()A+l(r')A+l } 
• 0 dr 0 dr' ~ '2 [(2j + I)Vd(r') - 2(j - I)V,(r')][(2j + I)Vd(r) - 2(j - I)V,(r)] + ... , 

fllil = ~;r;j;l 1'" drcf>o.(kr)[(2j + I)Vir) - 2(j + 2)V,(r)]Fo.(kr) + .... 

APPENDIX B 

The expression for Gt defined in Sec. IV is given below. 

G'(II) = ~ 1'" dr{2j ~ ITB(I; 0, 1; r) J dr' r{2j ~ ITB(I; 0, 1; r')(;, r ~r'e'''' ~~~ ~ :~ HA(/).r')JA(/).r) 

_1 J d [~J1B(I' 0 l' ) J d' ,[3(j + I)J
1
B(2'1 l' ') J d ",[3(j + I)J

1
B(I'0 l' If') - 2f"" r r 2j + 1 ", r r r 2j + 1 ' "r r 2j + 1 ' , ,r 

(r )'(r')2' r(1 - II) H ( )J ( If') + 'r' J d [U () + j - 1 B(2' 1 l' )J(!)2P r(1 - II) '"7 '2 r(1 + II) A /).r A /).r err 2 r 2j + 1 ", r 2 r(1 + II) 

'{fn + L J dr {3S ! ~) TB(I; 1, 0; r) J dr' r{3~; ! ~) JiB(I; 0, 1; r')HA(/).r')JA(/).r)} 

_ fn J dr r [3j(j + 1)]1 B(2' 1 l'r) J dr' r' [3j(j + 1)]1 B(2' 1 l'r') r(1 - II) (C)'(~)2' + ... 
f"" 2j + 1 ", 2j + 1 ", r(1 + II) r 2 ' 

'J [ '+2 J 1 f"" = 1 - ~ drr U2(r) + ~j + 1 B(2; 1, l;r) i sin 7r", r(1 _ ",)r(1 + "') + ... , 

fAA = 1 - i J dr rU1(r)HA(/).r)JA(/).r). 
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The SchrOdinger equation is solved in the momentum representation with a nonlocal factorable 
potential, with at most two point eigenvalues. When the potential is a bilinear form in the Bessel 
transforms of Yukawa functions, we prove that it is impossible to have two bound states whose 
asymptotic behavior is determined by the binding energy. 

1. INTRODUCTION 

I N order to investigate the nucleon-nucleus scat­
tering in an independent-particle scheme, l we are 

interested in constructing a complete set of suitably 
orthonormalized single-particle states. Owing to the 
possibility of freely fixing the zero-order-approxima­
tion (no-correlation model) we have tried to define 
them as the eigenstates of the Hamiltonian 

H = Ho + V, (1.1) 

where H 0 is the kinetic energy and V a nonlocal 
factorable potential of the type2 

(PJI V Ip'J') = -oJJ' E GflgflJ(p)gflJ(P') (1.2) 

here J stands for the set {JZmJ}, n the principal 
quantum number and Gfl are positive parameters. 
Such a potential is useful because the corresponding 
SchrOdinger equation is easily solvable for both the 
discrete and the continuous spectra. 

In the presence of degeneracy (i.e., several n cor­
responding to the same J) it can be shown2 that the 
number of bound states is at most equal to the num­
ber of positive Gfl • 

2. ASYMPTOTIC BEHAVIOR OF THE BOUND­
STATE EIGENFUNCTIONS 

The asymptotic behavior of the eigenfunctions 
U(r) belonging to the discrete spectrum of the Ham­
iltonian (1.1) will depend, in general, both on the 
binding energy and the nonlocality range of the 
potential. 

In our shell-model approach, the potential (1.2) 
plays the role of a Hartree-Fock self-consistent 
single-particle potential.3 While on general grounds 

1 A. Agodi, F. Catara, and M. Di Toro (to be published). 
I G. C. Ghirardi and A. Rimini, J. Math. Phys. 5 (1964) 

722. 
a The self-consistency hypothesis is usually introduced in 

spectroscopic calculations whenever one considers phenom­
enological values for the single-particle energies [see, e.g., 
N. Vinh-Mau, thesis, Universite de Paris, 1963; V. Gillet, 
thesis, Universite de Paris, 1962, J. Sawicki Phys. Rev. 126 
2231 (1962). 

this is expected to be nonlocal, in the usual spectro­
scopic calculations a local one is chosen. Hence we 
impose the condition that the asymptotic behavior 
of our bound solutions is the same as that for a 
local potential. 

The radial Schrodinger equation for a bound 8 

state in a local central potential is 

U" - [l + V(r)]U = 0, (2.1) 

where q = (-2ME/h2)!, E being the binding energy. 
It is well known that the asymptotic behavior of 

its solutions cannot be derived, in general, from the 
equation obtained by substituting in Eq. (2.1) the 
value of VCr) at large distances. 

Nevertheless it can be stated' that, when the 
condition 

1~ V 2
(r) dr < Q) (2.2) 

is satisfied, the solution of (2.1) which goes to zero 
at infinity is of the type 

(2.3) 

with 

11r 

T(r) = r + 2" Vet) dt. 
ro 

(2.4) 

Among the potentials usually adopted in spectro­
scopic calculations, the harmonic oscillator does not 
satisfy (2.2). It is well known that the harmonic 
oscillator wavefunctions, as used in nuclear spectros­
copy, when introduced in reaction amplitude cal­
culations, give results which disagree with experi­
ments. This is due to the fact that their amplitude 
decreases too rapidly with increasing energy and 
so they give too small values for the reduced widths.1 

Thus, since we want to construct a "good" basis 

, G. Ascoli, Boll. Unione Mat. Ital. 8, 3 (1953). 
Ii A. M. Lane, Rev. Mod. Phys. 32 (1960) 519. Using, 

e.g., eigenfunctions of a Saxon-Woods well, the cross-section 
values are in better agreement with experimental results. 

1720 
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for both spectroscopic and reaction calculations, we 
want to consider "realistic" potentials, i.e., such 
that the condition (2.2) is satisfied and so the bound 
eigenfunctions behave asymptotically as in Eq. (2.3). 

Note also that, since their value for r > R (where 
R is a suitably fixed range) is negligible, when we 
consider large r-values, Eq. (2.4) becomes 

r(r) = r + h, (2.5) 

h being an R-dependent constant. Therefore the 
asymptotic behavior of the bound-state wavefunc­
tions of such potentials is 

U(r) ex: e-o'. (2.6) 

From these remarks we are led to impose that the 
bound eigenfunctions of the nonlocal potential (1.2) 
have an asymptotic behavior governed, as in Eq. 
(2.6), by the binding energy. 

3. GENERAL SOLUTION 

With our choice (1.2) of the potential, the radial 
SchrOdinger equation in the momentum representa­
tion becomes (leaving the J label as understood) 

(a!, + p2)1/t,..(P) = 2M L G .. g,.(P) 
" 

. f g,.(P')1/t,..(p')p,2 dp' (3.1) 

with 

a!/2M = -E,.. (3.2) 

The solutions of the integral equation (3.1) are6 

1/t,..(P) = L N~"') g .. (P)/(cl,.. + p2) (3.3) 

with the conditions 

g ... (P') L N~"") g .. (P') 

f .. ,2 d' N< .... ) 2MG... 2 +'2 'P P = .. ' , 
a".. P 

i.e., 

L (5 .... , - 2MG". f gn~(P'~"(p) P'2dP')N~"") = 0, 
n an" P 

where N~"") are normalization constants. 

4. TWOFOLD S DEGENERACY 

We have chosen for the functions g(p)7.8 

g,,(p) = l/(C! + p2). 

(3.4) 

(4.1) 

Substituting Eq. (4.1) in to Eq. (3.3), we obtain 
the explict expression of the solutions: 

(in our case n, n', n" = 1, 2). 
In Eq. (4.2) we have to determine the constants 

an, N~"'), Gn and the range parameters of the inter­
action Cn. 

We take the parameters an as determined from 
experiment.9 The system (3.4) plus normalization 
conditions uniquely determine the N~"·). 

The secular equations associated to (3.4) give the 
"strengths" G" for each pair of Cn• 

We will show, for any Cn , the nonexistence of so­
lutions which satisfy Eq. (2.6). 

With 

x = I/G1 ; 

the secular equations become 

where 

(x - al)(Y - b1) - eft = 0, 

(x - a2)(Y - b2) - d: = 0, 

(4.3) 

(4.4) 

7rM 
b1 = 2C

2
(C2 + al)2 , b2 = 2C2(C2 + a2)2 I 

-7rM 
dl = (CI + C2)(CI + al)(C2 + al) I 

-7rM 
d2 = . 

(CI + C2)(C1 + a2)(C2 + a2) 

With al > a2 and putting 

y' = y - bl , 

the system (4.4) takes the form 

where 

BX,2 - Ax' + d~ = 0, 

y' = A - Bx', 

x' + a1 > 0, 

(4.5) 

(4.6) 

(4.7) 
6 E. T. Whittaker and G. M. Watson, A Course of Modern y' + b1 > 0, 

Analysis (Cambridge University Press, Cambridge, England, 
1935), p. 227. because x, yare positive quantities. 

7 Y. Yamaguchi, Phys. Rev. 95, 1628 (1954). 
8 Note that in the s case this represents the Bessel trans-

form of a Yukawa function. g In fact, this will not be essential for our purposes. 



                                                                                                                                    

1722 F. CATARA AND M. DI TORO 

In Eq. (4.6) we have 

where 

A = (d~ - d~ + x~y~)/x~, 
B = y~/x~ > 0, 

y~ = b2 - bl > O. 

(4.8) 

(4.9) 

In order that the conditions (4.7) are satisfied, 
it is necessary that 

APPENDIX 

Replacing the quantities involved in Eq. (4.10) 
by their analytic expressions, we get in units a2 

(C2 - CI)(CI + C2)2[2CIC2 + (£II + l)(CI + C2) + 2ad 

- 8CIC2(CI + 1)(C2 + l)(CI + C2 + £II + 1) > 0, 

(AI) 

whence 

(A2) 

(4.10) On the other hand, Eq. (4.11) is satisfied when either 

Let us consider now the first of the equations 
(4.6). From the reality of its solutions we get 

(4.11) 

Our condition on the asymptotic behavior of the 
wavefunction in the configuration space imposes 
some restriction to the range of allowed Cn values. 

The Bessel transforms of the solutions (4.2) are 

1/I8 •. 1(r) 0: (e- a
" - e-c" - e-CO')/r 

1/I8 •. 1(r) 0: (e- ao
' - e-c" - e-CO')/r 

(4.12) 

According to what is stated in Sec. 2, the asymp­
totic behavior of the functions (4.12) should be 
governed by the terms involving the energies and 
so we get 

(4.13) 

The inequalities (4.10) and (4.11) are never con­
sistent with the conditions (4.13) (see Appendix), 
hence the problem does not admit solutions satisfy­
ing Eq. ,(2.6). 

Concluding we note the impossibility of using 
this potential in a shell-model approach to the unified 
treatment of nuclear structure and reactions. 
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(A3) 

or 

(A4) 

The explicit expression of Eq. (A3) is 

F(al) = (CI + C2)2[(CI + al)2 - (CI + 1)2] 

• [(C2 + al)2 - (C2 + 1Y1- 4CIC2[(CI + 1)(C2 + 1) 

+ (CI + OtI)(C2 + OtI)]2 ~ 0, (A5) 

with 

C2 > CI > Otl > 1. (A6) 

Note that F(OtI = 1) < o. 
It can be shown that 

dF(OtI)/dal < 0 for 1 ~ Otl ~ CI. 

Hence F(OtI) is always negative (in the considered 
interval) and Eq. (A5) is never satisfied. 

In the same way let us rewrite (A4): 

(CI + C2)2[(CI + Otl? - (Cl + 1)2] 

• [(C2 + OtI)2 - (C2 + 1)2] - 4CIC2[(CI + 1)(C2 + 1) 

- (CI + OtI)(C2 + OtI)]2 ~ O. 

By easy algebraic calculations it becomes 

(Otl + 1) + 2(CI + C2 ) ~ 0, 

which obviously is never satisfied. 

(A7) 

(AS) 
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An alternative method for solving a set of coupled second-order differential equations, which often 
appears in theoretical treatments of many-body problems, is proposed. This method makes use of 
both mathematical relations derived in matrix theory and physical properties of the potentials pro­
vided by the set of equations to be solved. 

I. INTRODUCTION 

A COUPLED set of second-order differential 
i"1.equations often appears in the theoretical treat­
ment of many-body problems. For example, the 
compound-state formation in resonance scattering 
experiments may be described mathematically by 
a set of coupled second-order differential equations. 
The commonly adopted method for solving such a 
set of equations is the well-known iteration proce­
dure. In this paper, we propose an alternative ap­
proach which makes use of both mathematical 
relations derived in matrix theory and physical prop­
erties of the potentials provided by the set of equa­
tions to be solved. 

This method, in the present form, is useful for 
diagonal potentials having a singularity not higher 
than the second ord.er within a finite range of the 
concerned variable and for coupling potentials which 
tend to zero faster than certain positive powers of 
the variable at the origin. The actual values of the 
power depend on the characteristic values of the 
singularity of the diagonal potentials. 

The exact problem of concern in this paper is 
formulated in the matrix representation in the next 
section. The resultant equation is then solved in Sec. 
III. We choose bound-state boundary conditions 
for the solution (extension to other boundary con­
-ditions is straightforward). For such a case we en­
counter interesting eigenvalue problems appropriate 
for virtual states having physically well-defined life­
times, such as compound-nuclear states or auto­
ionization states. Finally in Appendix A we include, 
for completeness, the procedures found by Gant­
machee for calculating the matrix elements appear­
ing in the sQlution for the set of coupled second-order 
differential equations. 

,.; Research performed under the auspices of the U. S. 
Atomic Energy Commission. .. 

t JILA Visiting Fellow. Present address: Jomt InstItute 
for Laboratory Astrophysics, Boulder, Colorado. 

1 F. R. Gantmacher, The Theory of Matrices (Chelsea 
Publishing Company, New York, 1959), Vol. II, pp. 148-153. 
. (translated from Russian). 

n. FORMULATION OF THE PROBLEM 

We consider a set of n coupled second-order dif­
ferential equations 

{i:2 + ; fx - li(\t 1) + p[E - V,(x)]}1f,(x) 

II 

= L: p V'i(X) 1fi(X) , (2.1) 
i'Fi 

where n and the l's are positive integers, p and E are 
constants, x = r/ro is a dimensionless continuous 
variable and the V's are functions of x to be referred 
to as potentials. We consider Eq. (2.1) for two gen­
eral cases, namely the short-range potential case 
and the long-range potential case. 

We assume there exists a value of ro such that the 
variable x is conveniently divided into two regions 
for the potentials: 

(i) In the internal region 0 ::; x ::; 1, we assume, 
for both short- and long-range potential cases, that 
the diagonal potentials take the form 

Vi(x) = aJx2 
- (3Jx + V~o)(x), (2.2) 

where the a's and the (3's are constants and the V~o),s 
are analytic at all points within this region. For the 
coupling potentials, we require the functionals 
Vi;(X)X'YI-'''; to be analytic at all points within this 
region, where 

'Y, = {(l, + t)2 + pa.)! - t. (2.3) 

(ii) In the external region x ~ 1, we assume for the 
short-range potential case that the V~o) [in Eq. (2.2)] 
and the Vii'S are zero, and for the long-range poten­
tial case that all the potentials in Eq. (2.1) may 
be replaced by their corresponding asymptotic forms. 

The basic idea of our approach is to arrange the 
set of n coupled equations (2.1) into a matrix dif­
ferential equation2 

2 The SchrOdinger eigenvalue problem has been treated 
in terms of matrix differential equation by O. Hellman, Kgl. 
Danske Videnskab. Selskab, Mat.-Fys. Medd. 32, Nos. 4, 
10 (1960) . 

1723 
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dtpldx = A(x)tp 

by introducing the columnar matrix 

and the square matrix 

A(x) = [; A~1], 
with 

1P1 

c!»= 1P2 IP, = x ",,(x) , 

IPs 

p,Vll p,V12 p,VlR 

A21 (X) = 
p, V21 p,V22 p,V2" 

p,V"1 p,V"2 p,V"" 

V,,(x) = 'Y,('Y, t 1) - P, + (V~O)(x) - E), 
p.X x 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

where 0 and I are null and unit matrices, respectively. 
This arrangement reduces the order of differentia­
tion. Thus we are led to consider a matrix differential 
equation of the first order. 

We solve the matrix differential equation according 
to the division of the potential in the two regions 
subject to the appropriate bound-state boundary 
conditions, 

tp(x = 0) = (~), tp(x ~ co) = (~), (2.10) 

where C is a real constant matrix3 

C1 

C = C2 

c" 

(2.11) 

We then require these solutions in the two regions 
to satisfy the continuity conditions at x = 1 

...... _ ...... {dc!»Ildx"~ dc!»IIldx, 
'PI - 'PI! 

c!»I ";1 c!»n, 

(2.12a) 

(2.12b) 

where the subscripts I and II label the internal re­
gion 0 ~ x ~ 1 and the external region x ~ 1, 
respectively. The continuity equation (2.12b) to-

gether with the normalization relations for the ",'s 
(i.e., the lP's) determine uniquely all the unknown 
constants. The continuity equation (2.12a) provides 
solutions for eigenvalues. 

m. SOLUTION OF COUPLED SECOND-ORDER 
DIFFERENTIAL EQUATIONS 

A. Internal Region 

The matrix differential equation 

(3.1) 

is not in a convenient form since matrix A(x) has 
an irregular singularity at point x = O. We notice 
that this irregularity may be removed by a trans­
formation so that the new representation has only a 
regular singularity at point x = O. 

To accomplish this transformation, we construct 
a nonsingular matrixB(x); 

B(x) = [0 B12]1 (3.2) 
B21 B22 

with 

B12(X) = B21(x) 

= .-,~.J ' (3.3) 

o 
o 

o 
K,.x-'Y .. -1 

X'h +2 

K, = p,PJ2('Y, + 1) 

and make the transformation 

IF = B(x)tp. 

We obtain from Eq. (3.1) 

dlFldx = (Dlx + P(x)}lF, 

with 

D = [: :J P(x) = [PU I], 
P21 P22 

(3.4) 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

8 This is a sufficient boundary condition at orgin since 
"'1(X) = Xy.,i(X) and t/I,(x = 0) = c,. where 
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-2('Yl + 1) o o 

(3.9) and P 22 = -Pu = (3.10) 

o -2('Y,. + 1) o 

(V<O) E) 2 P. 1 - - "1 
P. V

12
X '1'1-'\'1 P. V lRX '1'.- 'l't 

Pill = 
p.V21x"·-'I'1 (V<O) E) 2 p. II - - "2 P. V2..x"·-"o 

(3.11) 

P. V .. 
1
X'I' 1-'1'. p. V .. 2x'Yo-'I'. p.(V~O) _ E) _ ,,2 

Since the V~O)ls and the VHX"I-".,S are analytic 
within the region 0 ~ x ~ 1, matrix P(x) possesses 
in this region an absolutely convergent power-series 
expansion. .. 

P(x) = L P,x'. (3.12) 
'-0 

The general solution of Eq. (3.7) isl (Appendix A) 

'F = G(x)xMxw'Fo, (3.13) 

with 

.G(x) == I + t G,x' a [Gll(X) Gu(X)], (3.14) 
1-1 Gu(x) Gu(x) 

o 

o 

-'In" 
(3.15) 

(3.16) 

x'l"(1 + 'Yl - KIX) 

where m, = [Re (2('Y. + 1))] is the integral part of 
the number Re [2h. + 1)] and 'Fo is an arbitrary 
column matrix to be determined by the boundary 
conditions. The blocks W 12 and W22 of matrix Ware 
related to D and given in Appendix B. It will 
be shown that the desired solution, satisfying the 
appropriate boundary condition at x = 0, does 
not require the knowledge of W 12 and W 22. The 
determination of the elements for the set of coef. 
ficient matrices {G,l appearing in the absolutely 
convergent series (3.14) are given in detail in Ap­
pendix A. 

Now the solution in the internal region can be 
written down from Eq. (3.6) 

(3.17) 

with 

(3.18) 

where 

0 

Bu(x) = 
x'l"(1 + 'Yll - "2X) (3.19) 

0 x'l'"(1 + 'Y .. - "..x) 

X'l'·+1 0 

B;ll = B~i == 
X'l'o+1 

(3.20) 

0 x'Y o+1 
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We require till to be regular at the origin [i.e., Eq. 
(2.10)]. Since B-1(x)G(x) in Eq. (3.17) is well-be­
haved at x = 0, we must choose 'Fo carefully so that 
xMXW'Fo is also regular at the origin. It can be shown 
that 

M W [1 x x 'Fo = 0 

(3.21) 

where F is a series in terms of In x. The obvious choice 
of 'Fo is 

C~ 

'Fo = [~l with C' = C~ 

C~ 

The solution in the internal region is then 

till = [{Bll(X)Gll(X) + B-;~(x)G21(x) }C']. 

B~~(X)Gll(X)C' 

(3.22) 

(3.33) 

It is worthwhile to note that xMXW is never really 
needed in the actual calculation. 

B. External Region 

a. Short-Range Potential 

We now consider the solution for x ~ 1 for the 
short-range potential case. For such a case, the set of 
coupled differential equations [Eq. (2.1)], in the 
external region x ~ 1, becomes uncoupled. It is, 
then, more convenient to start from the individual 
uncoupled equation 

{.!!.- _ 'Yi('Y. + 1) + {3, + .. "Ii'} ~II)(X) = 0 
dx2 x2 X f'd:.J 'P. , 

i = 1, 2, ... ,n. (3.24) 

The solution of Eq. (3.24) for negative E, satisfying 
the bound-state boundary conditions, is4 

'P!II) (x) = w .. "YI+!«({3J T.)X) , (3.25) 
with 

The constant for 'P~II) (x) in Eq. (3.25) is chosen, 
without loss of generality, to be unity. 

Making use of the differential property of the 
Whittaker function,4 we obtain 

d'P!1 = ! {T~ - {3,x W ((3.) 
dx X 2T. ·'.'Y,-t T, x 

- h, - T,)('Y, + T, - I)W"- l ''Y.-t(!: x)}. (3.28) 

Thus the solution in the external region is 

tIlII = [d(PII/ dX] 
(PII 

(3.29) 

where the elements in columns dtlllI/ dx and 4»u are 
given by Eqs. (3.28) and (3.25), respectively. 

Now we require the continuity conditions to be 
satisfied at x = 1, we obtain from Eqs. (3.23) and 
(3.29) 

{Bll(x)Gll(x) + B~~(X)G21(X)}C' "';;,.l d(pII(x)/dx, 

(3.30a) 

B~~(X)Gll(X)C' "'~ (Pu(x). (3.30b) 

The continuity equation of the wavefunctions at 
x = 1 [Eq. (3.30b)], determines all the C~'s, hence 
the CIs in Eq. (2.11). By normalizing the 'P!s, i.e., 

'P,(x) = Cn C,'Pll) (x) + 'PlIl) (x)}, (3.31) 

we determine all the C~"s. Thus all the unknown 
constants are determined uniquely. 

The continuity equations of the derivatives of 
the wavefunctions at x = 1 [Eq. (3.30a)] provides 
solutions for the eigenvalue appropriate for virtual 
states. It should be noted that virtual states are 
not eigenstates of the time translational operator; 
they formally do not satisfy the bound-state bound­
ary conditions.5 We can, nevertheless, show that the 
lifetime of such states is physically well-defined. 
Thus, for virtual states having a sufficiently long 
lifetime to be observable experimentally, we are 
permitted to impose the bound-state boundary con­
ditions on them.6 

(3.26) b. Long-Range Potential 

where the Whittaker function W r~ (z) haS the integral 
representation . 

zre-·/2 

Wr~(z) = r(n - t - !) 

X L" e-'(1 + t/z)~+Ht~-H dt. (3.27) 

4 E. T. Whittaker, Bull. Am. Math. Soc. 10, 125 (1904); 
L. J. Slater, Confluent Hypergeometric Functions (Cambridge 
University Press, New York, 1960). 

There is no unique formula derivable for treating 
long-range potential cases in the external region. 
Each case must be treated according to its appro­
priate asymptotic expression of the potential. For 
this reason we consider an example. 

We consider the set of coupled equations arising 
6 M. L. Goldberger and K. M. Watson, Collision Theory 

(John Wiley & Sons, Inc., New York, 1964), Chap. 8. 
e H. Feshbach, Ann. Phys. (N. Y.) 19,287 (1962); J. C. Y. 

Chen, J. Chern. Phys. 40, 3507, 3513 (1964). 
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from electron scattering by hydrogen atoms.1 We confine our consideration to the compound-state formation 
in the elastic scattering just below the 2s-2p threshold. For simplicity, we will treat the problem within 
2s-2p close-coupling approximation and neglect exchange effects. Under these conditions, the appropriate 
system matrix A defined in Eq. (2.4) takes the form (in atomic units) 

0 0 2r~(V2' - kZ/2) - 2ro/x 2r~V2dP 

A(x) = 0 0- 2r~V22>2' 

1 0 0 

0 1 0 

where 

2V z{1 (1 3 r r2) -.} ro 
1'0 2. = ra ;: - ;: + '4 + '4 + "8 e .::: ;- , 

!IV 2{1 (1 3 r r2 ) _, 
1'0 22> = ro ;: - ;: + '4 + '4 + 24 e 

[
1 (1 1 1 1 + 12 - - -- + - + - + -r3 r3 r2 2r 6 

r r2) -rJ} ro + 24 + 144 e - ;- , (3.33) 

l'~V202p = r~V2p2' 
z{1 (1' 1 1 r r2 ) -r} 3 

= 3ra ? - ;;2 + ;: + 2 + 6 + 24 e .::: Xz , 

and k = i(2jEl)f is the wavenumber of the electron. 
Substitution of the asymptotic expression for the 

potentials yield for A(x) matrix 

o 0 -r~k2 6/x2 

A(x) = 
o 0 6/x2 2/x2 

- r~k2 (3.34) 

1 0 0 0 

o 1 0 0 

To solve the matrix differential equation (2.4) in 
the external region x 2: 1 with A(x) given by Eq. 
(3.34), we introduce the transformation 

lV = T«I-, (3.35) 
with 

a+l 3 
0 0 

2a a 

a-I 3 o'Pz./ox 
0 0 

T= 2a a «I-= o'Pzv/8x 

0 0 
a+l 3 'Pz. 

2a a 
'P2p 

0 0 
a...,. 1 3 

2a a (3.36) 

7 T. -Yo Wu and T. Ohmura, Quantum Theory of Scattering 
(Prentice-Hall, Inc., Englewood Cliffs, New Jersey, 1962), 
p.l84. ' 

2r~(V2p - k2/2) - 2ro/x + 2/x2 
(3.32) 

0 

0 

where a = (37)', and obtain the decoupuled equation 

0 0 I-a 2k2 
-r-ro 0 

d 
0 0 0 1 + a 2k2 lV. -lV= 

dx -r-ro 

1 0 0 0 

0 1 0 0 

(3.37) 

Hence we are led to solve the following two equa­
tions 

{ az 1 - a 2k2}f 0 dx2 - -r + ro 1 = , (3.38) 

{ d
2 

l+a 2k2}f 0 dx2 - -r + ro 2 = (3.39) 

for bound-state solution. The solution of Eq. (3.38) 
for imaginary k is 

v = (a - 5/4)1, (3.40) 

where H~!) (iz) is the Hankel function of the first 
kind. For our special case, with pure imaginary 
order and argument, the Hankel function has the 
integral representation 

2 ",,/2 fa> 
H~!)(iz) = _e_. - exp [-z cosh (t)] 

'//11' 0 

X cos (vt) dt. (3.41) 

For Eq. (3.39) there is no bound-state solution, 
hence we take f2 = O. 

The solution in the external region then is 

dfddx 

«I-u = T-1lV = 
i(1 - a) dfl/dx (3.42) 



                                                                                                                                    

1728 JOSEPH C. Y. CHEN 

Proceeding as described before with the continuity 
requirement,8 we can again determine the constants 
and solve the eigenValue problem. 
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APPENDIX A 

The solution of matrix differential equation 

From Eq. (AI) with the help of Eqs. (A5) and 
(A6), we find 

dG/dx + x-1[G, D] = (P(x)G(x) - G(x)Q(x» (A8) 

where [A, B) is the commutator of A and B defined 
by [A, B) = AB - BA. Substituting the series 
expressions for P, G, and Q from Eqs. (A2), (A4) 
and (A7) into Eq. (AS) and equating the coefficients 
of the equal powers of x on the two sides, we obtain 
an infinite set of matrix equations for the unknown 
coefficients 

1-1 

= L {p.G,-.-1 - G,-.-1Q.}, t ~ 1. (A9) 
.-0 

dlJ!'/dx = {D/x + P(x)}lJ!' 

with 

(AI) Introducing, for the elements of matrices in Eq. 
(A9), the notation 

'" 
P(x) = L P,X I , (A2) 

1-0 

which converges absolutely for every x within a 
finite interval 0 ~ x ~ Xo has been studied by 
Gantmacher.l We are here interested in the case 
where D is diagonal whose characteristic values 
AI, A2, .•• , A. satisfy the inequalities 

Re (AI) ~ Re (A2) ••• ~ Re (A.), (A3) 

where II is the order of the matrices in Eq. (AI). 
The approach is to seek a transformation G(x) 

which is analytic within the interval 0 ~ x ~ Xo, 

having the boundary condition G(x = 0) = I, i.e., 
G(x) possesses an absolutely convergent power series 

G(x) = I + Glx + G2X
2 + ... . (A4) 

The transformed function r satisfies 

du/dx = {D/x + Q(x)}u (A5) 

with 

G ( CI) P - (pCI) 
I = qii' I - ij, 

we are able to write 

(t - Ai - Aj)g~;) 

I-I • 
" " { c.) CI-.-l) gCI-'-ll q. (o)} = £.J £.J PiA: gk; - iA: ki, 
.-0 .1:-1 

(AlO) 

t ~ 1. 

(All) 

As long as the conditions stated in Eqs. (A4) , 
(A5), and (A7) are simultaneously satisfied, the ele­
ments of matrices G(x) and Q(x) may be chosen 
quite arbitrarily for the convenience of calculating 
one from the other. Starting from G1 and Qo, we 
make the choice 

q~~) = 0 if Ai - Aj ~ 1, 

gW = 0 if Ai - AI = 1. 
(A12a) 

Then, from Eq. (All), the rest elements can be 
determined uniquely (remembering g~~) = Oil) 

q~~) = p!~) if Ai - Aj = 1, 
'F' = G(x)u, (A6) g~~) = p~~) /(1 - Ai + Aj) if Ai - Aj ~ 1. 

(A12b) 

where the matrix Q(x) also possesses an absolutely 
convergent power series in the internal 0 ~ x ~ Xo 

'" 
Q(x) = L Q,X'. (A7) 

1-0 

Other than the requirements (A4) , (A5) , and (A7) , 
matrices G(x) and Q(x) are quite arbitrary. 

8 It should be noted that the potentials given in Eqs. 
(3.33) satisfy the conditions for the internal region 0 ~ z ~ 1 
discussed in Sec. II. Thus, the internal-region solution given 
by Eq. (3.23) is valid for this problem. 

Mter G1 and Qo are calculated from (A12), we may 
proceed to determine all the matrices G2Ql; GaQ2; 
... in succession from the formulas 

q~~-ll = 0, 

gW = [P!;-I) + !,(P, g, q)]/(t - Ai + Aj), 

if t;:r6 Ai - AI, (AI3a) 

g.~,~) = 0, q,~j'-ll (I-I) + ! (P ) = Pij I, g, q, 

if t = Ai - AI, (A13b) 
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where 
1-2 ., 

f (p ) " " {p('(gU-.-U , ,g, q = £... £...1 •• hi g(I-.-U qel) } 
- iI. ki' (A14) 

.-0 k-l 

It is clear from Eqs. (A12) and (A13) that, among all the elements q~;) of the whole set of matrices {Q,}, 
their can be, for each given pair of subscripts (iI, j'), at most one q!!}. different from zero. If such a different­
from-zero element exists, it is located in matriX Q,. with t' = Ai' - Ai' - 1. It is also clear, with the help 
of Eq. (A3), that all elements q~;) of the matrix Q, are zero for i > j. Hence matrix Q is of the form 

0 0" -?.-1) )',-?.-1 q12 X 

'" 0 0 
Q(x) = LQIX' = 

1-0 

0 0 

where q~~H,,-l) differs from zero only when A. - Ai 
is a positive interger. 

By defining 

Ai - AI - [Re (A.)] - [Re (A;)] == m, - mi' (A16) 

where m, is the integral part of the number Re (X,), 
similarly for mil we may rewrite matrix Q (x) from 
Eq. (A1S) in the form 

Q(x) = xMCU/X)X-M (A17) 
with 

o 

(?,-)'.-l) ?-?..-1 q13 X ..• q~~.-?'.-l) xA.-)..-1 

(A.-)..-l) )..-),.-1 q2S X (?'.-),.-l) ?.-),.-1 ••• q2P X 
CA1S) 

0 0 

With Q (x) expressed in the form (AI7), we can deter­
mine r from (AS). 

Substitution of Q(x) from (A17) into (AS) yields 

!!. r = {D + xM !:! x-M}r. 
dx x x 

(A20) 

It is not difficult to see that the appropriate expres­
sion for r is 

..... M U+D-M 
I. = X X • (A21) 

M= (A1S) The general solution for the matrix differential equa­
tion (AI) is then 

0 m. 
0 ("'1-m.-l) q12 

(ml-ma-l) 
q13 (m.-m.-ll ql. 

0 0 (m.-sa-I) (m.-m,.-l) 

u= q23 q20 
where IF 0 is an arbitrary constant column matrix. 

APPENDIX B. o o o o 
(A19) The blocks W12 and W22 are 

Wi~:;:I)X2'h+l wi~:.:;llX2YI+l wi~inft+l) X2y .+1 

W12 - wi~:~il) x2Y • +1 W~~:~:l) X2Y1 +1 Wi~;:+l)X2Y'+1 

W~~:;:llX2Y.+l (~I'YI+l) X2Y1+1 
W",ft+J W~~;:+l)X2Y.+l 

~1 
(2y.-2y.-l) 2YI-27.-1 

W,,+I,n+2 X W~!17;:7.-l) X27ft-27 ,-1 

W22 
0 ~2 W!!t;;71-1I X2')'.-2')'.-1 

= 

o o ~. 

where 8, 1= m. - 2(-y, + 1) and the elements w!~:.t;l) or w~!~~;!l'-ll differ from zero when 2'Y1 or 2'Y1 - 2-y. 
is a positive integer, respectively. Thus, in the case where the 'Y's of matrix D are not even divisors of an 
integer, matrix W becomes a null matrix. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 6, NUMBER 11 NOVEMBER 1965 

Singular Logarithmic Potentials in Coordinate Space* 

HENRI CORNILLE 

CERN, Geneva, Switzerland 
AND 

ENRICO PREDAZZI t 
Enrico Fermi Institute for Nuclear Studies, University of Chicago, Chicago, IUinois 

(Received 13 November 1964) 

In previous works we have studied the problem of the determination of the Jost function for 
singular repulsive potentials behaving near the origin like inverse powers. The key was to define 
"new Jost solutions" which, still being asymptotically ingoing (or outgoing) waves, tend to constant 
(Jost functions) near the origin. It was shown from the perturbation expansion in coordinate space 
of these "new Jost solutions" that we can construct the Jost functions by connecting the radial co­
ordinate r and the order of the perturbation expansion p. More precisely, if we introduce an r(p) 
dependence, the Jost function is the limit of convergent sequences provided r(p) goes to zero less 
rapidly than a given limiting dependencerL(p). In this paper, working in coordinate space, the same 
method is extended for two other families of singular potentials: firstly, we consider the case in which 
the most singular part of the potentials behaves like G2(log r- I )Pr-2", (n ~ 1, fJ arbitrary) near the 
origin; secondly, we study exponentially singular repulsive potentials of finite range. It is found that 
the more singular is supposed to be the potential, the higher becomes the available limiting 
dependence. 

I. INTRODUCTION 

PREVIOUSLY,I-3 we have studied singular po­
tentials behaving like powers near the origin 

and such that the most singular term is repulsive, 
approaching G2r -2 .. asymptotically, as r ~ O. In all 
cases the starting point was the same. We want to 
factorize in an exact manner the most singular part 
of the solutions near the origin. Then we define 
"new Jost solutions" which are still asymptotically 
ingoing (or outgoing) waves and tend to be constant 
(Jost functions) near the origin. In Refs. 1 and 2, 
the problem was studied with the help of the Laplace 
transform. In Ref. 1 (n = 1) the factorization 
procedure was sufficient to solve the problem of 
explicitly constructing the Jost function, while in 
Ref. 2 it was in addition necessary to consider the 
Jost function as the limit of convergent sequences. 

In Ref. 3 the problem was studied directly in 
coordinate space and reduced to the following form. 
The Jost function is the convergent limit f(k, r)r .... O = 
f(k, 0), defined as 

f(k, 0) = :~ [~ i; f.(k, r) J, 
* Work supported in part by the U. S. Air Force Office of 

Scientific Research Grant No. AF-EOAR 64-39. 
t On leave of absence from the Istituto di Fisica dell'Uni­

versita, Torino. 
1 H. Cornille, Nuovo Cimento 33, 434 (1964). ' 
2 H. Cornille and E. Predazzi, "Singular Potentials with 

Short Range," CERN preprint 9125/TIi. 441-a brief ,report 
of this work ,has been given in Ph~. Letters la, 149 (1964). 

I H. Comille, "Singular Potentlals in Coordinate Space," 
CERN preprint 9608/Th. 479. 

where f.(k, r) is the qth order term of the perturba­
tion which, considered by itself, is divergent (for 
n > 1) in the limit r ~ O. But this was shown to be 
simply due to the failure of the ordinary perturbative 
expansion since it was explicitly proved that the 
Jost function actually exists. It was shown, however, 
that, if we introduce an rep) dependence, we can 
connect the two limits r ~ 0 and p ~ IX) in such 
a way that 

" f(k, 0) = lim L: f.(k, r(p) 
,,-c:o a-'O 

if r(p) ~ rL(P) = p.-l/(ft-U. 

Recently4-U other families of singular potentials 

( (a) B. A. Arbuzov, A. T. Filippov, and O. A. Khrustalev 
Phys. Letters 8, 205 (1964). (b) We note that for fJ = 1, 
• = 1, the corresponding result (17) for the "regular" part 
of the solution is not the same as given in Ref. 4, Eq. (14). 
But from the exact whole solution given in Ref. 4, Eq. (3), 
it is easy to see that the behavior (17) given in the present 
paper is the correct one. 

i L. Bertocchi, S. Fubini, and G. Furlan, Nuovo Cimento 
32, 745 (1964). 

6 F. Calogero and M. Cassandro, "Asymptotic Nature of 
the Perturbation Expansion for the Scattering Parameters due 
to a Potential which Behaves at the Origin as gr--'llog (R/r)" 
(preprint ). 

7 T. T. Wu, "Scattering by the Singular Potential -gr-' 
·log r" (preprint). 

8 H. M. Aly, Riazuddin, and A. M. Zimerman, "Singular 
Logarithmic Potentials and Peratization;" Scattering by 
Singular Logarithmic Potentials;" "Highly Singular Potential 
and Peratization" (preprints). 
. 9 A rather general formalism has been developed by K. 
Meetz (Nuovo Cimento 341 690 (1964)) using the definition of 
the Jost function proposeu by A. Pais. and T. T.Wu [Phys. 
Rev. 134, BI'303 (1964»). The paper by Meetz does not, 
however, cover the problem treated here. 
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(logarithmics and exponentials) have been inves­
tigated. The study of singular logarithmic potentials 
in coordinate space appears interesting also in order 
to test the so called "Peratization" technique7

,8. In 
fact, singular repulsive potentials are studied mainly 
since the mathematical difficulties encountered in 
this game seem rather similar to those arising from 
the study of unrenormalizable field theories. In 
both cases we are led to expansions nonanalytic 
with respect to the coupling constant. In particular, 
the existence of singularities of logarithmic type 
seems to arise in connection with quantum electro­
dynamics problems. One of the· most important 
problem is then to give a correct interpretation to 
the limiting process used. We recall now what has 
been said in Ref. 3 about the procedure of con­
vergence [rep) ~ 0, as p ~ 00, rep) ;::: rL(p)] used 
in coordinate space for the pertubation expansion 
of the new Jost solutions. This procedure means, 
roughly speaking, that if we consider an approxi­
mation up to a certain order p of the perturbation 
expansion, we must take into account, at most, 
only the part of the interaction which is outside 
a limiting radius rL(p). When p grows up, this 
radius decreases but it strictly reduces to zero only 
when p is infinite. 

It is the aim of this paper to extend the results 
given in Ref. 3 for potentials approaching G2

r-
2n 

asymptotically, as r ~ 0, in coordinate space, to 
other families of singular potentials by using the 
same method of convergence by connecting the 
order of pertubation and the radial coordinate limit­
ing procedure. 

In Sec. II we briefly recall the main features of 
the method in coordinate space. In Sec. III we study 
the behavior of the solutions of the SchrOdinger 
equation near the origin for families of singular 
potentials where the most singular part near the 
origin behaves asymptotically as G2 (log 1/rtr-2n 

(n ;::: 1) as r ~ 0, r- 2n exp ('Y/r~)<,y, 11 > 0) as r ~ O. 
In Secs. IV and V we show how we can obtain the 
Jost function for the logarithmic case and in Sec. 
VI we briefly consider the case of exponentially 
singular potentials of finite range. 

n. FORMULATION OF THE PROBLEM IN 
COORDINATE SPACE 

We consider the Schrodinger equation 

(d2/dr2 + k2)U = V(r)u. (1) 

In previous worksl
-

3 we have studied the problem 
of the determination of the J ost function for repulsive 
potentials singular like inverse powers near the 

origin and such that the most singular term is 
asymptotically equal to G2r-2n (n ;::: 1, G2 > 0 for 
n > 1) as r ~ O. In all cases the starting point was 
the same: we consider a Jost solution R(k, r) of (1) 
which is an asymptotically ingoing wave [R(k, r) ..... "''-'''' 
e-OkT

]. Near the origin we have 

R(k, r),..." Y.ing(r) const1 + Yreg(r) const2 • (2) 
r .... O 

(Everything could be repeated here and in the 
following if we had considered the asymptotically 
outgoing wave.) 

We define a new Jost solution by putting 

R(k, r) = Z(r)F(k, r) ,..." 6-
okr

• (3) 

In (3) we want to impose on Z (r) = exp (f';" y.,(r')dr') 
the following conditions: 

(i) Z(r) r-.J Y.insCr) or F(k, r) ,..." constll 
r~O r~O 

(ii) Z(r} r-.J 1 or F(k, r) ,..." e-oTc •• 
..... '" 

Then the S matrix is given by 

S(k) = F(k, O)jF(-k, 0). (4) 

From (1) and (3) we have for f(k, r) = F(k, r)eH
", 

the Volterra integral equation 

f(k, r) = 1 + 2:k EO (i'IoCr-.') - 1) 

X [-2y.,(r') d/dr' + W(r')]f(k, r') dr', (5) 

where 

W = V - y.,2 - tit, 

where if; is defined as # / dr. 
In Refs. 1 and 2 we have studied (5) with the use 

of Laplace transform. For n = 1, the factorization 
(3) of the most singular part of (1) was sufficientl 

in order to obtain a finite expansion for the Jost 
function. For n > I, a more elaborate treatment2 

was necessary; the main features being that firstly 
the Jost function can be considered as the limit 
of convergent sequences and secondly that we can 
connect the limiting procedure r ~ ° and the integra­
tion path in the inverse Laplace transform. In Refs. 
3, Eq. (5) was studied directly in coordinate space 
and for the family of potentials considered, singular 
like inverse powers near the origin, it has been 
shown from the iteration of (5) in the case n > 1 
that the following properties hold: 

(a) f(k,O) = 1 + :~ (~fa(k, r»), (6) 
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(b) lim t.(k, r) is divergent, (7) 
.-0 

.,. 
(c) t(k,O) = 1 + lim 2: t.(k, r(p» 

.,-.., 1 

if r(p);:::: const p.-l/(,,-ll. (8) 

It is the aim of this paper to show that the results 
of Ref. 3, obtained in coordinate space, can be 
extended to other families of singular potentials, 
mainly when logarithmic terms are present. 

We note that with respect to the two conditions 
imposed to Z(r), the first one is the most important. 
But this condition Z(r) "-/ ..... 0 Y.ing(r) requires that 
we know the exact behavior of the solutions of (1) 
near the origin for each family of potentials con­
sidered. We also recall that in Refs. 1-3 for po­
tentials singular like powers near the origin, we have 
chosen 

k ~ O. Then it is sufficient to extract only the most 
singular part of W in such a way that the remaining 
vCr) ~r-O const. What is important is to take at 
least all singular terms of u which are factorized 
in the behavior of u near the origin. We now explain 
the method. 

(a) For potentials more singular than r- 2 near 
the origin, we put iI = 2:;::1 iI;(r) and define 
the sequences 

Firstly we choose ill such that il2 removes the most 
singular term of the potential, VI. We consider 
always the case where the most singular term is 

(X > 0). (9) repulsive, and behaves as G2V l (r) as r ~ 0, and we 
have two solutions for ill corresponding to ±Gvt. 

The factor exp (-Xr) was taken in order to satisfy 
condition (ii), but we remark that the exponen­
tial form is not the only one which ensures that 
Z(r) ~r .... " 1. In (9) the choice 2:; a;/r'Yi is more 
important, and in fact not arbitrary, the reason 
being that for potentials singular like powers near 
the origin, the /I regular" and the /I singular" part 
of the solutions of (1) near the origin are of the form 

exp (L: ~ + Clog r) with 'Yi > O. 
i r'Yl 

m. BEHAVIOR OF THE SOLUTION NEAR 
THE ORIGIN 

A. Outline of the Method 

We want to determine the /I regular" and the 
"singular" part of the solutions u of (1) near the 
origin for particular choices of potentials. We define 

u(r) = (exp { iI(r') dr')v(r) (a small and > 0), 

(10) 

and we ask that vCr) ~ const as r ~ O. From (1) 
we get 

(11) 

If we solve entirely the Riccati equation W = 0, 
we solve the problem for k = O. But here we want 
to take on the same footing both cases k = 0 and 

Secondly we choose il2 such that 2i1lil2 removes the 
most singular term of WI and so on. All these terms 
iI;(r) give singularities for u near the origin [when 
inserted in (10)] if 

lim r ili(r') dr' ~ ± co • 
r ..... O e G 

(12) 

We stop the procedure ilm if the next term ilm+1 is 
such that 

(13) 

This means that if we include this supplementary 
term in iI we merely change the constant to which 
vCr) approaches for r~O. Now, of course, this method 
works only if u has a finite number of factorized 
singularities near the origin. But later we give ex­
amples where an infinity of singularities occurs. 
In this case, it is more convenient to group together 
many singular terms of the potentials and choose 
again ill as to remove the most singular part of the 
potential. 

(b) For potentials singular a~ r- 2 near the origin 
we have only one term ill = const/r', (see Ref. 1). 

(c) For potentials less singular than r-2 near the 
origin, firstly if VCr) "-/ r-~ (X < 2), we are in the 
usual case of /I regular" potentials. Secondly if 
VCr) "-/ ..... 0 G2 (log la/r)~r-2 «(3 < 0), we are in a 
delicate case because ill is more singular than iI: 
and we must modify the prescriptions of (a); we 
can also make a change of variables in order to 
reduce to the case (a). 
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Note that the prescriptions (a) and (b) applied 
to potentials having a singular power behavior near 
the origin, give rise to the procedure used for studying 
the cases considered in Refs. 1-3. 

B. Logarithmic Case with a Centrifugal-Like Term 

To (18) we apply the procedure sketched in Sec. 
III A (a) for potentials more singular than x-2

• Com­
ing back to the r variable we get finally u,(r) '""' .... 0 

Y,(r) for 

1/ > 1, Y.(r) = r,(I+I)+1 ; 

VCr) rv G: [log (I/r)t + l(l t 1). 
,-->0 r r 

(14) for 

(i) If {3 > 0 we use the method outlined before 
in this section [in Sec. III A (a)] and we get for 
N - i < {3-1 < N + i (N = 0, 1, 2, ... ) 

.T. EG [1 (1/ )]~/2 ~ aj 
'Y. = -;- og r f='o [log (I/r)rll 

1 fJ 
+ 2r + 4r log (I/r) ; 

E = ±I, ao = 1, 

Cl = -21 , C. = (_I)H (2j -:- 3)!! . 
• 2'jl' 

u.(r) '" Y,(r) = ri[log (I/r)r~/4 
' .... 0 

[ 

N aj[log (I/r)]I+~(H) J. 
X exp - EG ~ 1 + (3(i - J) , 

W(Vi.) rv 0([r2 log (I/r)r1
); (15) 

for {3-1 = N - i (N = 1,2, ... ) 

Y,(r) = ri[log (l/r)rM -.
GaN 

[ 

N-l aj[log (1/r)]1+~(H)J 
X exp -EG L 1 + (3(.! _") • 

,-0 2 3 
(16) 

Thus, when {3 ~ 0, the number of essential sin­
gularities increases (as N increases), and from (15) 
it is easy to see that, at the limit {3 = 0, all these 
essential singularities cancel and the series sums 
up to give the expected power behavior 

exp {[~ + EG(1 + (l ~2t)2rJ(lOg r)}. 
We can test (15) in the case (3 = 1 when the 

exact solution for k = 0 is known4: 

Y,(r) ~ rl[log (l/r)r1 

X exp [ -EG ~ (log ~r -~ (l + i)2(log ~rJ. (17) 

N < 1/-1 < N + 1 

Vi. = [E(l + i) + !]/r 
(N = 1 2 ... ) " , 

+ [E(l + t2] t b;[log (I/r)rh, 
r ;-1 

1 ( G )2 ( G )2i 
E = ±I, b1 = 2 l +! ' bi = l +! CI; 

Y.(r) = r 1+.(I+l) 

[ 
N b ( I)I-h] X exp -E(l +!) L-

I
- i 

-. log-
i-I - 31/ r 

W(Vi.) ~ 0[r-2(log I/r)-I-.] (19) 

[Cj being the same as in (15)]; for 1/-1 = N (N = 
1, 2, ... ), Vi, is still given by (19) and 

ri+.(I+i) 
Y.(r) = -(lo-g-'--I/-r)-,-(l-+l-) b-N 

[ 

N-l b ( I)I-I.J 
X exp -E(l + i) ~ -1 -.:.. log-.-1 31/ r 

(20) 

(where the sum in the exponential is empty if N = 1). 
Thus only when fJ < -lone has that Y.(r) is 

the same as in the regular case (V "'"', ... 0 r-"', 'Y < 2). 
Here also when 1{31 ~ 0, the number of essential 

singularities increases and at the limit 1{31 = 0 
we find from (19) the correct power behavior. 

We want to remark that by a rearrangement of 
the potential we can obtain very quickly the solu­
tions in both the cases {3 > 0 and {3 < O. For {3 > 0 
we write 

G2 
( I)Il[ (l + .!)2( I)-IlJ 1 V = 7 log -;: 1 + ~ log -;: - 4r2' 

Then at a first stage we obtain 

G ( 1)11/2 [ (l + .l)2( I)-fJ]t Vi, = Er log-;: 1 + ~ log-;: 

{3 ( 1)-1 1 + - log- +-4r r 2r· 
(ii) For (3 = -1/ < 0, we consider (1) for k = 0 

and make the change of variable X-I = log (l/r). 
We put u = x-1e-1

/
b g(x) and we get 

We then expand the square root in the first term 
(18) of Vi. by retaining all the terms satisfying (12) 

and we stop at the first term which satisfies (13). [
d

2 G2 (l + it] - - - - g(x) = 0 dx2 X4-. X4 • 
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So doing we obtain (15) and (16). For tJ = - 1/ < 0 
we write 

l?(l + 1? [ (0 )2( l)-~J 1 
V = r2 2 1 + 1 + l log r - (4r2)' 

We have directly 

Vi. = ECl;- !) [1 + C! ir(lOg~r~J + ;r' 
Here also we expand the square root keeping only 
terms satisfying (12) and in this way we have 
directly (19) and (20). 

Now we want to compare the properties of the 
solutions with respect to rand G corresponding 
to two different behaviors of the potential, which 
near the origin behave respectively as 

V '" G2r-2(l+'Y) + lCl t 1) (-y ~ 0, 'Y = 0) 
r 

and 

V G
2 

(1 !)fJ + l(l + 1) 
"" r2 og r r2' (tJ ~ 0). 

In the case of power behavior, r-2 (or 'Y = 0) is 
the transition case between solutions which have a 
power behavior ('Y :::; 0) and solutions which have 
essential singularities of the exponential type exp 
[±G/(yr'Y)] (-y> 0). But between these two classes: 
power [or exponential of (log r)l] and exponential 
of powers, other classes of singularities can occur, 
for instance, exponentials of (log r)~ (~ rE 1). In 
the logarithmic potentials case, tJ = -1 is the 
critical value between pure power behavior (tJ > -1) 
of the solution near the origin r!+·(l+!) and other 
singularities as exponentials and logarithms (tJ < 
-1). For tJ = -1 one has 

Y.(r) = ri+'(!+ll(log 1/rJ;·Go/(I+!) • 

But fJ = 0 is another critical value if we compare 
the most singular part f.(r) of Y.(r) coming from 
the centrifugal potential and the leading remaining 
singularity of VCr) 

tJ > 0: 

f.(r) '" exp [~ log r - 1 t ifJ (log~) 1+1fJ] ; 

-1 < fJ = -1/ < 0: 

f.(r) ro.J exp [(E(l + !) + !) log r 

- ~ (l + i;l - 1]) (log ~r-vJ. 
Thus in the first case (fJ > 0) the dominant term 
comes always from the potential whereas in the 

second case (-1 < tJ < 0) the dominant singularity 
comes from the centrifugal term. Consequently, to 
these different radial coordinate behavior of the 
solutions will correspond different properties with 
respect to G2 

• We consider the attractive case G2 < o. 
For tJ > 0 we are in the same situation as in the 
power behavior case 'Y > O. We have the same 
difficulties in order to distinguish between the 
"regular" and the "singular" solution because the 
solutions (15) are both oscillating when r - O. 
This occurs because of the presence of (G2)t in 
these solutions. On the contrary, for -1 < fJ < 0, 
because only G2 occurs in (19) and (20), or equi­
valently because the centrifugal barrier gives the 
dominant contribution, one can consider G2 

_ _ G2 

in (19) and (20) and we have no difficulties in order 
to define the "regular" and the "singular" solution 
for the attractive case G2 < 0 and 1 rE O. For 
1 = 0, -1 < tJ < 0, under G2 

_ _ G2
, the two cor­

responding solutions are still real (no oscillating 
terms) and Y. - 0 in both cases E = ± 1. But for 
instance Y1(r)/r - 0 and Y_1(r)/r _ ro. 

C. Logarithmic Case with a Power Term. More 
Singular than the Centrifugal One 

Firstly we consider the case of a purely logarithmic 
term plus centrifugal barrier 

VCr) = l?r-2"(log ~r + l(l; 1) 

(n arbitrary> 1). (21) 

We apply the method given in Sec. III A (a), and 
we find 

EG (1)fJ/2 fJ 
Vi. =;:n log r + 4r log (l/r) + n/(2r). 

( 1)-fJI4 [r (10 1/rflI2] 
Y.(r) = rin log - exp EO t. dr' g( ')" • 

r .. aonat r 

(22) 

We see that the centrifugal potential never modifies 
the behavior of the solution near the origin, contrary 
to what we possibly had in the n = 1 case, as 
previously discussed. 

Now we consider a more general potential 

VCr) = ~: [(log ~r + Ar3hcr)] + l(l; 1), (23) 

where 1/ > 1, fJ arbitrary, 0 ~ 0, lh(r) I < const, 
Ih'(r) I < const, h(O) = 1, A > 0 if 0 = 0, 2n -
o > 2. In the case 0 > 0 we find, if we apply the 
prescriptions given in Sec. III A (a), that there is 
always a finite number of singularities so that we 
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can find a term ilim such that the next term satisfies 
(13). On the contrary in the case 5 = 0 where the 
two most singular terms have the same power and 
differ only by a logarithmic term, we find an infinity 
of singularities. Then we do not apply strictly the 
method given in Sec. III A (a) but we rather consider 
as a whole the part of the potential in (23) which 
does not include the centrifugal term and we find 

EG [( l)fJ ]1 iIi.(r) =;:n log r + Ar3h(r) 

+ {3 +E:. 
4r log (l/r) 2r • 

(a small and> r), 

(24) 

Firstly we consider the case 5 > o. Now we can 
expand the square root in the first term of iii which 
gives 

( 
l)fJ/2 . [ ( 1)-fJ]i EG log r ~ cjr,a-n Ah(r) log r 

[where Cj are defined by (15)]. We see that the 
degree of singularity of the power r j3

-
n decreases 

with increasing j and there exists always a jth 
term of the kind r-"(log l/r)-" (with Ei < 1) or 
r-i(log l/r)-" (Ea > 1) which satisfies (13). 

Secondly, in the case 5 = 0, it is easy to see that 
an expansion of the square root does not change 
the power r -n and then all the corresponding terms 
are singular. 

It should be mentioned that of course to any of 
the potentials previously considered, we can add 
any quantity which does not affect the behavior of 
the solution near the origin or, to be more precise, 
any term for which Eq. (13) is satisfied. For in­
stance a potential which is less singular than the 
centrifugal term obviously is allowed as can be 
seen from (15), (19), and (22). The same remark 
will apply to the following case. 

D. Exponentially Singular Behavior 

In fact the logarithmic case is not the only one 
which gives the possibility of having an infinity 
of singularities. More generally, this can also be the 
case when two singular potentials of the same family 
differ only by singularities of a weaker kind. We 
will see that this is also the case for two exponentially 

singular potentials with different power factors. We 
are interested only in the behavior of the solutions 
near the origin. 

Firstly we consider the case of a single exponential 
term, 

v = G2r-2
,. exp (7J/r"Y) + A/r-m + l(l + I)N 

(n > 0, 7J > 0, "I > 0, m > 0). (25) 

We get 

EG 7J 7J"I n 
iii. = ;:n exp 2r"Y + 4rl+"Y + 2r ' 

y. ~ rn/2 exp [-~ + fr E~ exp ( 7JI"Y) dr'] , 
4r con,t r 2r 

(26) 

where mo is the larger number between m and 2 + "I. 
Secondly we consider the more general case 

V = ~: [exp!L + AT" exp 7J 5] + 1(1 t 1) (27) 
r rOY rll r 

("I > 0, 7J > 0, 5 > 0, 0 ~ {3 ~ "I, JL ~ OJ 

if (3 = "I then 5 ~ 1). 

We get 

iii. = (EG/rn
) exp [7J/(2r"Y)] 

·[1 + Ar~ exp {-7Jr-"Y(1 - 5r"Y-fJ)}]1 

nr 7J"I 
+"2 + 4r"Y+l· (28) 

In the case {3 < "I we see that, from the expansion 
of the square root in ilii, only the first term gives a 
singularity [i.e., such that Eq. (12) is satisfied]. 
Then in this case we can take for iii the expression 
given in (26) and the singularities near the origin 
are like in (26). 

In the case {3 = "I, 5 < 1, we have to take into 
account only a finite number of terms of the ex­
pansion of the square root of ilii. More explicitly 
we have terms like 

We can therefore always find an integer m such 
that the next term corresponding to m + 1 satisfies 
(13). 

In the case {3 = "I, 5 = 1, the two most singular 
terms of the potential are of the same exponential 
kind and differ only by the power they have as 
factor. It is easy to see that all the terms of the 
expansion of the square root in iii give a singularity 
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such that in this case we have an infinity of sin­
gularities. 

Finally we have in all cases for potentials (25) 
or (27) 

Y.(r) rv rill exp [ -rry/(4rT
) + {;~ exp (2;''') 

• {1 + Ar'" exp [- 'T}T'-" (1 - &-f"Y-p)]} l dr' J. 
It is clear that, for very general cases as for 

instance (24) and (29), it will be impossible, except 
for very special cases, to give a. finite expression 
in terms of elementary functions for Y.(r). This, 
however, as it will become clear later on, is not a 
very important problem. All what is relevant to our 
purposes is that we have been able to extract be­
havior of the "regular" and "singular" solutions 
near the origin. 

IV. CONSTRUCTION OF THE SINGULAR 
FACTOR IN THE LOGARITHMIC CASE 

We recall the conditions for Z(r) = exp [f~ ,p(r')dr'] 

(i) Z(r) rv CY.ing(r), 
r-->O 

(ii) Z(r) ~ 1, 
r-->'" 

where C is a constant independent of k. In order 
to satisfy simultaneously these two conditions, we 
write formally,p = e-Xrrp and we impose that 

lim fr ,per') dr' 
r-+O canet 

gives the same singularities as f 00:'_ i/i(r')dr' studied 
in Sec. III. Equivalently, we put e-xrrp(r) rv i/i(r). 
This equivalence relation simply means that 

lim fr [6-Xr 'cf>(r') - i/i(r')] dr' = const. 
r-.o Donlt 

Practically we determine cf>(r) as a sum of terms 
m 

cf>(r) = E cf>j(r) rv i r i/i(r) 
j-l 

and we stop at m when cf>m+l(r) satisfies (13). This 
is always possible for singularities coming from 
logarithms and powers. 

Firstly we consider the potential (14) with an 
exponential decreasing factor in order to avoid the 
difficulties of asymptotic behavior of the solutions 
of (1) when r ~ ro 

VCr) = ~2 (log ~r6-,.r + l(l; 1). (14') 

We note that the presence of exp (-,ur) does not 
affect the behavior of the solutions near the origin 
and we take in this case ,per) = exp (-!,ur)i]i.--l(r), 
where i/i.--l is defined, according to the correspond­
ing values of {3 by (15), (16), (19), and (20). 

Now we consider the more general case (23) in 
which the noncentrifugal term goes to zero more 
rapidly than r- 2 for r ~ co (going to zero as a power 
of higher degree than 2). 

If we suppose that n is such that N + 1 < n < 
N + 2 (N integer), we can take 

_ (N~) 
cf> - i/i.--l(r) ~ '1 ' ,-0 3 

where i/i.--l is given by (24). We get 

,p = c/>6-'Ar rv i/i.--l(r) + rN +l i/i. __ l(r)(1 + O(r». 
r-->O 

Thus, in these logarithmic cases, we can always 
find Z(r) satisfying conditions (1) and (2). 

V. DETERMINATION OF THE JOST FUNCTION 
IN THE LOGARITHMIC CASE 

We recall that the "old" Jost solution R(k, r) 
behaves near the origin according to (2). Then, 
the "new" Jost solution defined by (3), with the 
condition Z(r) ~r-->O Y. ing (r), behaves near the orgin 
like 

F(k, r) rv (constl + ~r~g«(\ const2) ~ constl • (30) 
,.-.0 una; r r-O 

We consider now the integral equation (5) for 
the function I(k, r) in the case of potentials (14') and 
(23) [which includes the case of the potential (21)]. 
In these case ,per) has been determined in the preced­
ing section. We iterate formally the integral equation 
(5) 

'" 
I(k, r) = 1 + E I.(k, r). (31) 

1 

The J ost function is defined by 

l(k,O) - 1 = lim (f I.(k, r»). 
f''''''0 1 

(32) 

For the families of potentials considered we want 
to construct explicitly the Jost function from (31) 
and (32). To this aim we study the qth term I.(k, r) 
of the perturbation expansion and also the behavior 
of the whole function I(k, r) [Eq. (31)] near the 
origin. 

(1) Firstly we note tlu!.t near the origin the integral 
equation (5) is equivalent to the differential equation 
(11) for f(k, r)eikr

• Then it is easy to show that 
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near the origin 

j(k, r) I"'<oJ const1 + const2 1<r, G), 

where l(r, G) -+ 0 as r -+ O. 

(2) Secondly we consider each qth iteration and 
we find: for potentials (14') with fJ < 0 (ifJi ~ 1) 

lim fa(k, r) -+ const. 
r-+O 

For potentials like (14') with fJ < 0, ifJi < 1 we Thus m' this 
find from (19) case each iteration of (31) gives a 

,-( G) I"'<oJ 21+1 [_~ (log l/r)1-I.81 
r, r exp l +! 1 - ifJi 

·(1 + Ocr)~]. (33) 

For potentials like (14') with fJ = -1, from (20) 
we have 

1<r; G) I"'<oJ r21+l(log l/r)-G"(I+!> • (34) 
.... 0 

For potentials like (14') with fJ > 0 we find 
from (15) and (16) 

l(r, G) :'0 exp [ -2G (lo~ ~rt~+!/1 (1 + o(r)]. (35) 

In all these cases l(r, G) -+ 0 as r -+ 0 for G2 > 0 
or G > 0 and j(k, r) -+ consh, so that the limit 
in (32) exists. This result reflects only the fact that 
(30) is satisfied and that we have taken the correct 
singular factor Z which factorizes the singular part 
of R(k, r). 

We note now the big difference between the cases 
fJ > 0 and fJ < O. In the first case (fJ > 0), if we 
change G -+ - G or G2 -+ - G2

, the corresponding 
Jer, G) [and consequently j(r, k)] are either infinite 
or oscillating. This illustrates the nonanalyticity 
with respect to G at G = O. On the contrary, in 
the case fJ < 0, with the same change G -+ -G 
or G2 -+ _G2

, the corresponding l(r, G) still goes 
to zero. In this case, G = 0 is not a singular point 
with respect to the coupling strength. 

As far as these properties of l(r, G) are concerned, 
if we consider potentials with behavior near the 
origin like power V ~ G2r- 2

", a similar situation 
to fJ > 0 arises for n > 12

•
3 and a similar situation 

to fJ < 0 (ifJi ~ 1) occurs for n = 11.3 • In fact these 
analogies will go farther when we will consider 
the perturbation expansion (31) of j(k, r). 

For potentials like (23) we find from (24) 

1<r, G) :'0 exp {[ -2G l oono

, r'-{ (log f,Y 
+ Ar,3h(r') T dr' J(1 + o(r')}' (36) 

In this case also l(r, G) -+ .... 00 and we have similar 
properties as in the case (14') fJ > 0 if we consider 
the change G _ -G or G2 

_ _ G2
• 

finite contribution to the sum and 

'" 
j(k, 0) = 1 + E j.(k, 0). 

1 

In this case the factorization Z of the most singular 
part of R is sufficient in order to solve the problem 
we are faced with of constructing the Jost function. 
This is similar to what found for the potential 
V = Ge-P'r-2

/.
a and is a consequence of the ana­

lyticity with respect to G previously noted. 
For potentials (14') with fJ > 0 or (23), we get 

lim j.(k, r) _ GO. 
..... 0 

Thus in these cases of potentials more singular 
than the centrifugal barrier we are in the same 
situation as in Ref. 3 for potentials which behave 
as "-J G2r- 2

,. (n > 1) as r -+ 0 

(a) lim [lim i: j.(k, r)J 
r-+O p-+CD 1 

is finite, 

(b) ~ [ };: (~~ j.(k, r)) J is divergent. 

Here we try to solve the problem by the method 
used in Ref. 3. We connect the order p of the 
perturbative expansion (p - GO) and the radial 
coordinate r in order to have the following relation 
when rep) - 0 as p _ GO. 

lim [i: j.(k, r(:P))J = j(k, 0) - 1 if r(:p) ~ rL(:P); 
J>->'" 1 

(37) 

or, equivalently to (37), we define 

'" 
R(:p, r, k) = E j.(k, r), 

2>+1 

and we impose 

lim R(:p, r(:p), k) - 0, (38) 
"...'" 

The problem is thus reduced to find, if possible, 
limiting dependences rL(p) such that (38) is sat­
isfied. As in Ref. 3, we have only to investigate the 
singular part of the perturbation expansion (37) 
of j(k, r). 

In the case of potentials (14') (with fJ > 0) it 
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is shown in the Appendix that we have for small 
r and large p 

/R(P, r, k)/ ::; ~ [2G(iO~1~11+1/l 

with all constants positive. In this case we still 
have the limiting dependence (pl/(n-l>-,). 

VI. DETERMINATION OF THE JOST FUNCTION 
IN THE EXPONENTIAL CASE 

J" q(const)" + const ,. q. 

For simplicity we study only the l = 0 wave 
(39) with an exponential potential of finite range 

From (39) and with the help of the Stirling formula VCr) = [~: exp (;'1) + ; ]8(ro - r), (1], "I, m> 0). 

q! f""OJ q"s-"(21rq)1 (25') 

it is easy to see that 

lim R(p, r(p), k) -7 0 

We consider a solution R(k, r) of (1) such that 
R(k, r) = eikr for r 2': ro. We still define a new Jost 
solution F(k, r) for r ::; ro with the relation 

if rep) ~ l/(exp [const pl/(/I/2+1l-.]) (40) R(k, r) = F(k, r) exp f: II-l(r') dr' (r::; ro). (43) 

where E is arbitrarily small and positive and the 
constant is positive. 

In the case of potentials (21) we get in the ap­
pendix for r small and large p 

'" [const ( 1)/1/2 

/R(P, r, k)1 <:E n=l log-
~+l r r 

+ const J q(C~~t)" (41) 

with all constants positive. We find in this case 

limR(p, rep), k)-70 if r(p) ~ const/(pl/(n-ll -') (42) 
"....'" 

(E small and> 0). [Note that (42) is not the most 
refined limiting dependence but the difference is 
not significant.] Thus we have the same limiting 
dependence as in the power case(3) V ::'0 G2r-2n 

(n > 1). 
We rewrite now the potential (23) 

VCr) = (G2/r2n)[(log l/rl + Ar4h(r)] + l(l + 1)/r2 
(23) 

with the same restrictions about n, 0, A, h as in 
Sec. III; one of these restrictions being for instance 
that when r -7 co the noncentrifugal part of the 
potential decreases more rapidly than 1/r2+', (E > 0). 

If 0 > 0 or if 0 = 0 with (3 > 0, we get for R the 
bound (41) and consequently the, same limiting 
dependence (42) obtained above for potentials (21). 

If 0 = 0 and {3 < 0, then the leading term of the 
potential is a power like term G2A/r2n, (A > 0) 
and we get 

IR(p, r, k)1 < t [c~~~ + const]" q(co~sq 
~+l r q. 

We take in (43) 11-1 given by (26) because the 
centrifugal term does not modify the behavior of R 
near the origin. 

We put F(k, r)e ikr = t(k, r) as previously and near 
the origin we have 

t(k, r) f""OJ COnstl + Jer, G) const2, 

where from (26) 

- {jCOn8t ( 1]) } 
fer, G) ::'0 exp -2G r r,-n exp 2r''Y dr' . (44) 

The corresponding integral equation for t(k, r) is now 

t(k, r) = 1 + 2~k fro (e2ik (r-r') - 1) 

.( -211(r') d~' + W(r'»)t(k, r') dr'. (45) 

We iterate 

t(k, r) = 1 + :E taCk, r) 
" 

and still find limr_o t.(k, r) divergent. If we consider 
the remaining part of the pertubation expansion 
we find (see Appendix) that for small r and large p 

IR(p, r, k)/ < ~ (~~~~ exp (2;'1) + const)" 

q(const)" 
q! 

with all constants positive. Then we see that 

lim R(p, r(p), k) -7 0 if rep) ~ [log p2°-')/Tl/'Y 

(E small> 0) 

and [with the same limitation on rep)] the Jost 
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function I(k, 0) is the limit of sequences 

l(k,O) = 1 + ~~ [ ~ I.(k, r(p» J. 
VII. CONCLUSIONS 

Thus we have shown, in this paper, that the 
method of convergence for the new Jost solution 
in coordinate space which consists mainly of con­
necting the radial coordinate and the order of the 
perturbation expansion, previously used3 for po­
tentials behaving like inverse powers near the origin, 
can be extended to potentials where the most sin­
gular term includes logarithms or exponentials and 
may be therefore of very large application. 

Firstly we recall the results obtained for po­
tentials which behave as G2 (log 1/r)/lr-2 as r --t O. 

In the case -1 S {3 < 0 we have found two main 
properties. On the one hand, with respect to r, 
the behavior of the solution near the origin is not 
the same as in the usual case (potentials which 
behave as r-X, A < 2 as r --t 0). In the usual case 
the singularities are given only by the centrifugal 
term. On the contrary, for -1 S (3 < 0 although 
the potential is less singular than r- 2

, the presence 
of the logarithmic term in the potential gives other 
singularities. On the other hand the factorization Z(r) 
of the most singular part of the Jost solution is 
sufficient in order to obtain the Jost function as the 
sum of perturbative terms as in the usual case. 
Equivalently we have no limiting dependence rL(p). 
The reason being that G = 0 is not a singular point 
with respect to G. We remark that this situation 
is the same which occurs1

•
3 for short range potentials 

behaving like Gr-2 near the origin. 
On the contrary in the case (3 > 0, similarly to 

the power case more singular than r- 2
, we have both 

singularities with respect to r for the Jost solutions 
and singularitieslO at G = 0 for the Jost functions 
which reflects in the fact that we have a limiting 
dependence rL(p) = exp (_p-o+ 1/(1+!/ll). 

In the case when the most singular part of the 
potential behaves as G2 (log 1/r)/lr-2n (n > 1), as r --t 0 
the limiting dependence r L (p) is practically the same 
as in the power case which behaves as G2r- 2n as 
r --t o. We find in both cases rL(p) I'J p,-l/(n-ll. 

This is easy to understand because the singular 
part of the perturbation expansion of the new Jost 
solution factorizes mainly the leading singularity of 
the new Jost solution. This leading term being 

10 We note that in the {J = 1 case (8 wave, zero energy) 
the singularity at G = 0 for the scattering length has been 
explicitly investigated by Calogero and Cassandro. 6 

[ j const ( 1)1/l ] 
exp - 2G. r'-" log? dr', 

then for r real --t 0, the power term is the most 
important one. 

Finally, we note that for the exponential case 

v ,...... G2r-2 
.. exp (7]/r'Y) (7], 'Y > 0), 

...... 0 

which is a stronger singularity than in all previous 
cases: 

rL(P) ,...... [log p 2 (l-')/Vr 1/'Y 

which is a higher limiting dependence than pre­
viously found. 

Thus, if we consider potentials more and more 
singular, we find higher and higher limiting de­
pendences and the range of the available r(p) be­
comes narrower and narrower. In other words when 
we consider a perturbation expansion up to a certain 
order p (finite), if the potential becomes more 
singular, then the region of the interaction which 
has to be excluded at that order p[r(p) S rL(p)] 
becomes larger. 
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APPENDIX 

We want to investigate the remaining sequences 
R(p, r, k) when p is large and r --t o. We start from 
the integral equations (5), (45) and iterate. We 
consider only the singular part of I(k, r) when r is 
small because for the regular part where we can 
invert the two limits (p --t <Xl and r --t 0) we can 
attribute an aribtrary r(p) dependence such that 
r(p) --t 0 when p --t <Xl. 

The behavior near the origin of the singular part 
of the qth iteration of I(k, r) is given from (5) and 
(45) by 

I.(r),...... fa (r - r')(2~(r') d~' + W(rl»)t.-l(r') dr', 

(A1) 

where a is a small finite positive constant. 
We can rewrite (A1) keeping always only the 

singular part of I. (r) 

I.(r) '" fa [(r - r')(W - 2~') + 2~]/._l(r') dr'. (A2) 

We suppose now the two following conditions are 
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verified 

!l]i(r')! ::::; !l]i*(r')! (1 + Ol(r'», (A3) 

I(r - r')(W(r') - 2l]i'(r'» I ::::; I l]i*(r') I (1 + 02(r'» 
(A4) 

where Ol(r') and 02(r') are bounded for r' E (0, a). 
We put 

l
G X· 

X(r) = • Il]i*(r') I dr' and If.(r) I = q! Iu.(r) I. (A5) 

First of all if (A3) and (A4) are satisfied we get 

If.(r) I < const jG I l]i*(r') I If.-l(r') I dr'. (A6) 

Now we substitute (A5) in (A6) and we get 

Iu.(r) I < const max (lu.(r')1 + const, r' E (r, a) 
(A7) 

where the constants in (A7) are finite: we iterate 
(A7) and get 

If.(r) I < (X·/q!)q(const)· max IUl(r')I, r' E (r, a) 

and for the remaining part R(P, r, k) 

co X. 
IR(P, r, k)1 < E -I q(const)· max IUl(r')I, 

p+1 q 

r' E (r, a). (AS) 

(1) We consider the case of potentials (14') such 
that 

VCr) ,....., G: (log !)~ + l(l t 1). 
.... 0 r r r 

In this case [see Eqs. (15), (16)], l]i* = 2G/r(log l/r)i~ 
and conditions (A3) and (A4) are satisfied. We have 
also lUll < const, 

2G ( 1)1+1~ 
X ::::; 1 +!,8 log r + const 

and we get for small r and large p 

co [ 2G (l)l+i~ J. 
IR(p, r, k)1 < ~ 1 + !,8 log r + const 

q(const)" (A9) 
• ql 

with all constants positive. 
(2) In the case of potentials (21) such that 

V(r),....., ~: (log !)fJ + l(l t 1) , (n > 1) 
r-+OT r r 

we have [see Eq. (22)] l]i* = const/n· (log l/r)!/I 
and conditions (A3) and (A4) are satisfied. We get 
lUll < const and for large p and small r 

co [const (l)ifJ J" IR(P, r, k)1 < E n=r- log - + const 
p+l r r 

with all constants positive. 

q(const)" 
• ql 

(3) for the case of potentials (23) 

(AlO) 

VCr) ,....., ~: [(log !)fJ + Af h(r)J + l(l 1-; 1) 
.... 0 r r r 

with conditions [see (23)] such that the behavior of 
the solution for r --T <Xl is given by the centrifugal 
term. 

In first we consider 8 > 0 or 8 = 0 and ,8 > o. 
In this case [see Eq. (24)], 

l]i* = const/r"(log l/r)V, 

(A3) and (A4) are satisfied, lUll < const and we have 
for IR(p, r, k)1 when p is large and r small, the same 
bound as (AlO). Secondly we consider 8 = 0 and 
,8 < O. In this case [see the conditions (25) on the 
potential and also (24)], l]i* = const/r", lUll < 
const, A > 0 and X < const/r"-l + const. We 
get for large p and small r 

IR(P, r, k)1 < t [c~~ + constJ" q(co~)" (All) 
,,+1 r q. 

with all constants positive. 
(4) Now we consider the case of exponentially 

singular potentials of finite range (25') for the S wave 

V = [~: exp (;~) + ;J8(ro - r) (7], 'Y > 0). 

We have [see Eq. (26)] 

.7.* = const e (-~/2) 
IjI ,,+~ xp 7]T , 

r 

(A3) and (A4) are satisfied, Iud < const, X < 
[const r 1

-" exp (hr- Y
) + const], and we get for 

large p and small r 

co [const J" IR(P, r, k)1 < E n=r- exp (!7]T-~) + const 
,,+1 r 

q(constt (A12) 
• ql 

with all constants positive. 
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A method is given for obtaining a perturbation expansion for the correlation function formula for 
thermal conductivity. The problem is reduced to the determination of the matrix elements of the 
products of resolvent operators XII' and Yw to different orders in the perturbation hIl'. The coef­
ficients in the general equations for XII' and YII' derived by Van Hove, Janner, and Swenson are 
iterated, and the resulting approximate equations are used to deduce the formulas for the contribu­
tions to the lattice thermal conductivity proportional to A-2 (lowest order) and to A-1• 

1. INTRODUCTION 

T HIS is the second in a series of papers devoted 
to a rigorous quantum-mechanical formulation 

of the theory of lattice thermal conductivity. In the 
previous paper1 the energy flux operator was derived 
for a lattice with imperfections and anharmonic 
forces. Here, the correlation function formula for 
the thermal conductivity K'i is used to obtain 
formulas for the contributions to K'i proportional 
to A -2 and to A -\ where A characterizes the strength 
of the interactions between the normal modes of 
a perfect, harmonic lattice. The equations obtained 
here for the lowest (or A -2) order contribution are 
used in the following paper2 to derive the transport 
equations for Kii. In a later paper, the A -1 contribu­
tions will be expressed as corrections to this lowest­
order result.3 

Several alternate derivations of the correlation 
function formulas for transport coefficients have been 
given.4 The formula of interest here is that for 

* Present Address: Department of Physics, University of 
Oregon, Eugene, Oregon. 

t Supported in part by the U. S. Air Force under grant No. 
AF-EOAR-61-68 and monitored by the European Office, 
Office of Aerospace Research. 

t Present Address: Joint Institute for Laboratory Astro­
physics, University of Colorado, Boulder, Colorado. 

1 R. J. Hardy, Phys. Rev. 132, 168 (1963). 
I R. J. Hardy, J. Math. Phys. 6, 1749 (1965) (following 

paper). 
8 For a prelhninary report see W. C. Schieve and R. J. 

Hardy: Technical Report 675 (1963), U. S. Naval Radio­
logical Defense Laboratory, San Francisco, California; Bull. 
Am. Phys. Soc. 8, 15 (1963). 

4 For references, see: G. V. Chester, Repts. Progr. Phys., 
26,445 (1963); R. Zwanzig, J. Chem. Phys. 40, 2527 (1964); 
J. M. Luttinger, Phys. Rev. 135, A1505 (1964). For the 
particular case of thermal conductivity, see: H. Mori, 1. 
Oppenheim, and J. Ross in Studie8 in Stati8tical Mechanics, 
edited by J. DeBoer and G. E. Uhlenbeck (Interscience 
Publishers, Inc., New York, 1962), Vol. I, pp. 271-298; 

the thennal conductivity tensor6; 

Here, K'i is the conductivity tensor. S' is the ith 
component of the average energy flux operator, i.e., 
the local flux operator averaged over the entire 
volume of the system [see (2.13) in Ref. 1]. (The 
system is assumed to have zero local velocity so 
that S' is also the heat flux.) Si(t) is the Heisenberg 
operator exp(iHt/h) Si exp( -iHt/h). The brackets 
( )0 indicate a canonical equilibrium average. Re 
designates that the real part is to be taken, V and 
T represent the volume and temperature of the 
system, and k is BoltzInann's constant. e-· I is a 
convergence factor. For a thermal conductivity to 
exist as an intrinsic property of the system, the 
value of (1.1) must be essentially independent of E 

for a range of small values of Ej however, because 
of the recurrence properties of finite systems one 
cannot set E = o. 

Since the correlation function formulas are quite 
formal, they must be supplemented by appropriate 
many-body techniques in order to yield practical 
results. As examples of investigations in that direc-

J. A. McLennan in Advance8 in Chemical Physics, edited by 
1. Prigogine (Interscience Publishers, Inc., New York, 1963), 
Vol. V, pp. 261-317. 

i Some authors [e.g., H. Mori, Phys. Rev. 112, 1829 (1958)] 
give expression for K'i similar to (Ll) but with Re (S'S,(±t»o 
replaced by {J-1 f ofJ d~ (SiS'(t + ih~»o, where {J "" 1/kT. 

It can be shown [see Verboven, Ref. 8] that this latter ex­
pression equals mS'(t)Si)o + (S'Si(t»o] in the case of steady­
state transport coefficients. That ![(Si(t)Si)o + Si(Si(t»o] "" 
Re (SiSi( ±t»o and that Kii is independent of the sign in 
S;(±t) are consequences of the time-inversion symmetries 
of the operators involved [se!J e. g., E. P. Wigner, Group 
Theory (AcadeInic Press Inc., .New York, 1959), pp. 325-348J. 
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tion, we mention the following: The electrical con­
ductivity of metals and the Wiedemann-Franz law 
have been discussed by Chester and Thellung6

, who 
used Van Hove's many-body techniques, and by 
Langer7, who used a propagator method. The former 
work has been extended by Verbovens

, who obtained 
the second-order (or AO) corrections to the con­
ductivity. Langer's results are valid to lowest order 
in the density of impurities and to all orders in the 
electron-electron interaction. Maradudin9 has dis­
cussed the lattice thermal conductivity with Green's 
function techniques to lowest order in the density 
of impurities. Lattice thermal conductivity has 
also been treated by Schieve and Leaflo using the 
classical many-body methods of Prigogine, by 
Hardyll using Van Hove's generalized master equa­
tion and by Schieve and Peterson12 who have shown 
that if the scattering of phonons can be characterized 
by a relaxation time, then (1.1) and the Boltzmann 
equation give the same results. The approach utilized 
here is most similar to that of McLennan and Swen­
son,13 who obtained the thermal conductivity of a 
gas to lowest order in the density. 

The special characteristic of the many-body treat­
ment presented here is its simplicity. In Sec. 2 the 
correlation function formula is written out in the 
representation diagonalizing the unperturbed Ham­
iltonian, and the problem is reduced to that of 
finding expansions in powers of A for X z z' and 
Y!!" products of matrix elements of resolvent op­
erators. Van Hove14 and Janner15 first derived equa­
tions satisfied by X!!' and Y!!' by employing a 
perturbation expansion which is exact only for in­
finite systems. Later Swenson16 and Peterson and 
Quay17 deduced similar equations, valid for finite 
systems, which are simple algebraic consequences 

6 G. V. Chester and A. Thellung, Prog. Phys. Soc. 73, 
745 (1959); 77, 1005 (1961). 

7 J. S. Langer, Phys. Rev. 120, 714 (1960); 124, 1003 
(1961); 127, 5 (1962); 128, 110 (1962). 

8 E. Verboven, Physica 26, 1091 (1960). 
9 A. A. Maradudin, Scientific Paper 64-929-100-P4 (1964), 

Westinghouse Research Laboratories, Pittsburgh, Pennsyl­
vania. 

10 W. C. Schieve and B. Leaf, Physica 30, 1208 (1964). 
11 R. J. Hardy, doctoral dissertation (1962), Lehigh Uni­

versity (University Microfilms Inc., Ann Arbor, Michigan 
Order No. 63-2625). 

12 W. C. Schieve and R. L. Peterson, Phys. Rev. 126, 
1458 (1962). 

13 J. A. McLennan and R. J. Swenson, J. Math. Phys. 4, 
1527 (1963). 

1( L. Van Hove: Physica 23, 441 (1957); The Theory of 
Neutral and Ionized Gases, edited by C. DeWitt and J. F. 
Detoeuf (John Wiley & Sons, Inc., New York, 1960), pp. 
149-183. 

15 A. Janner, Helv. Phys. Acta, 35, 47 (1962). l' R. J. Swenson, J. Math. Phys. 3, 1017 (1962). 
17 R. L. Peterson and P. M. Quay, J. Math. Phys. 5, 85 

(1964). 

of the definitions of the quantities involved (see 
Appendix A). In Sec. 3 the coefficients of these 
equations, which hold to all orders in A, are iterated 
to obtain sequences of approximate equations for 
determining X!!' and Yw . The approximate equa­
tions are then used to deduce the formulas for the 
A -2 and A-I contributions to Kii; the results are 
compiled in Sec. 4. 

Although the interest here is in the lattice thermal 
conductivity, the validity of the perturbation tech­
niques used is not restricted to that problem. The 
resulting formulas apply to any correlation func­
tion of form (1.1) for which the fluxes (S' and Si) 
possess both diagonal and nondiagonal elements in 
the representation of the unperturbed energy and 
for system with perturbations AH' nondiagonal in 
the unperturbed representation. All results obtained 
are based on the iteration of exact equations to 
obtain perturbation series; no assumption about the 
convergence of any infinite series in powers of A 
is necessary. 

2. REDUCTION OF THE CORRELATION 
FUNCTION FORMULA 

The first step in expanding K'i in powers of A 
is to express the operators in (1.1) as matrices in 
the representation diagonalizing HO, where 

H = HO + AH' (2.1) 

and HO is the harmonic Hamiltonian. The eigen­
values and eigenfunctions of HO will be designated 
by 8(a) and la): 

HO la) = 8(a) la); (2.2) 

Greek letters indicate eigenstates. The perturbation 
AH' is assumed to be nondiagonal in the HO-rep­
resentation: 

(al ill' la) = O. (2.3) 

The part of the Hamiltonian quadratic in the mo­
mentum and position operators can always be sep­
arated so that HO is a sum of plane-wave normal 
modes and the quadratic perturbation terms due 
modes and the quadratic perturbation terms due to 
lattice imperfections obeys (2.3) (see Ref. 1, p. 174). 
The cubic anharmonic-potential pertubation auto­
matically satisfies (2.3). 

In the HO-representation the correlation function 
expression (1.1) is 

K'i = (V/kT2) Re [2: (alloll-') (1-'ISil'Y) (crIS i l,8) 

X 2.(-ycr,8a)], (2.4) 
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where the sum is to be carried over all states 1-', (3, 
a, 1', and 0-, and where by definition 

Z,('Yo-(3a) == 1'" dt e- EI 

X (1'1 exp (-iHt/h) 10-) «(31 exp (iHt/h) la); (2.5) 

the minus sign in Si(±t) in (1.1) has been used here. 
Note that Z,(a(3(3a) is the Laplace transform of 
I(al exp (-iHt/h) 1(3)12

, the probability ofa transition 
from state (3 to state a in time t. 

The problem of expanding K i
; in powers of " 

is now reduced to the separate problems of expand­
ing fo, S, and Z,. The expansions for fa and S are 
relatively easy to obtain and are given below. Ex­
panding Z, is more difficult and is most easily done 
with the aid of resolvent operators. 

The Expansions for /0 and S 

The canonical equilibrium density matrix is 

fa = [Tr e-HlkTrl e-H1kT ; (2.6) 

Its perturbation expansion isIS 

where 

(a I 'Af~ 1(3) 
1 exp [-8(a)/kT] - exp [-8«3)/kT] 

= zo 8(a) - 8«3) 

X (al ill' 1(3), (2.9) 

and ZO == ILa exp [-8(a)/kT]); the remainder 
term 0(,,2) is of order ,,2; Oa~ is the Kronecker 
o-function. Because of (2.3), (al "f~ 1(3) has no 
diagonal part. 

The energy flux operator can always be written 
as [see Ref. 1: Eq. (3.2)] 

(al S 1(3) = (al SOd la) Oa/l + (al SOnd 1(3) 

+ (al "S' 1(3) + (al ,,2S" 1(3), (2.10) 

where SOd and SOnd are the diagonal and nondiagonal 
parts of the flux brought about by HO. In Ref. 1, 
formulas are given which express SOd, SOnd, and 
'AS' as explicit functions of the creation and annihila­
tion operators for phonons (in Ref. 1, SOnd = S02,nd 
+ S03)' In general, (al SOnd 1(3) is not zero, and 

(al SOd la) = V-I L (al NkB la) hwk,VkB' (2.11) 
k. 

18 This result is obtained by iterating the following identity 
to obtain a series in powers of X and using the result to 
expand (2.6): 

exp [-,s(A + AB)] = {I - f oil d~ 

X exp [-~(A + AB)] AB exp [~All exp [-,sA). 

where N k., Wk" and Vk, are the number operator, 
the frequency, and the group velocity of the normal 
mode with wave vector k and polarization index 8. 

Introduction of Resolvent Operators 

The time-evolution operators are related to the 
resolvent operators (al R. 1(3) by 

(al exp (±iHt/h) 1(3) 

= -(21l"iFI fa dz exp (±izt/h)(al R. 1(3), 

where 

(al R. 1(3) == (al (H - Z)-I 1(3) 

(2.12) 

(2.13) 

and C is a contour enclosing the real axis in a counter­
clockwise direction. The poles of the resolvent op­
erator are on the real axis. From (2.5) and (2.12) 
it follows thatl9 

Z,('Yo-(3a) = - (2'lIT21'" dt 1 dz 1 dz' 
o C 0' 

X exp [-et - i(z' - z)t/h] 

X (1'1 R., 10-) «31 R. la) 

= (h/27r) L: dE (1'1 RE+!ifr. /0-) «(31 RE-!ifr. la). 

(2.14) 

For the purpose of finding its " dependence, the 
Z,('Yo-(3a) fall naturally into four categories which 
depend on the existance of identities among 1', 0-, 
(3, and a. First, introduce the following notation: 

XII'(a(3) == «31 R, la) (al R" /(3); (2.15) 

Yll'(a(3o-) == «(31 R, la) (al R" 10-). (2.16) 

These four categories or types of Z. are 

Z.(a(3(3a) = (h/27r) L: dE XII'(a(3), (2.17a) 

Z,(au(3a) = (h/27r) L: dE Y II ,(a(3O') [(3 ~ 0'], (2.17b) 

Z.('Y(3(3a) = (h/27r) L: dE Y",«3'Ya) [a ~ 1'], (2.17c) 

Z.('Yo-(3a) = (h/27r) 1'" dE (1'1 R" 10-) «(31 R, la). 
-'" (2.17d) 

19 To obtain the last member of (2.14), choose the countour 
C to be the lines (- ex> - linE, + ex> - !inE) and (+ ex> + 
linE, - ex> + !inE), and Cf to be ( - ex> - ia, + ex> - ia) and 
( + ex> + ia, - ex> + ia), where a < lnE. With these one has 
Re [i(z - z')/n] < E so that the integration over t can be 
performed first; this introduces a pole at inE + Z - Z' = O. 
Evaluate the z'-integration by taking the residues of the poles 
in the upper and lower halves of the complex z'-plane. Then, 
by taking the upper line of the contour C to infinity and 
making the substitution E = Z + iinE, one obtains the 
last member of (2.14). 
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[B ~ 0'; a ~ 'Y], where 

l = E - lihE and l' = E + like. (2.18) 

The problem of expanding K'i in powers of X is 
now reduced to that of expanding XII', YII', Y"h 
and Z. of type (d). 

IS 

3. THE PERTURBATION EXPANSION FOR i. 
The exact equation for X", derived by Swenson16 

(l - l')XII,(afJ) - FII'(a)5"fJ 

= L: [FII'(a)WII·(a#-!)XII'{JLfJ) 
~ 

- FII.{JL)WII'~)XlI'(afJ)], (3.1) 

where F II' and W II' are defined by 

FII.(a) == D,(a) - DI'(a) , (3.2) 

WII.(a#-!) == U,~)UI'(a#-!) 

- L: WII'(a-y)Dh)D"('Y)U,{JL'Y)U,.('Y#-!), (3.3) ,. 
where D,(a) is the diagonal part of (aIR,lfJ) and 

{al R, IfJ) == 5"fJD,(fJ) + D,(a)U,(afJ)D,(fJ). (3.4) 

The exact equation for Y II • is found by introduc­
ing a quantity VII' defined so that 

YlI'(a-yO') == L: XII·(afJ)VlI'(fJ'YO'). (3.5) 
Ii 

Then, by multiplying (3.1) by VI!'(fJ'YO') and sum­
ming over fJ, one obtains16 

(l - l') YlI'(a-yO') - FII'(a) VlI'(a-yO') 

= L: [FII' (a)WII' (a#-!) YII·{JL'YO') 
~ 

- FII·{JL)WII'~)YII'(a-yO')]. (3.6) 

By using (3.4) and definitions (2.15) and (2.16) for 
XII' and Y II ., Eq. (3.5) can be rewritten as16 

VII'(a-yO') = 5",.D,,(O')UI'(aO') + 5""D,('Y)Uha) 

+ Dh)Uha)UI'(aO')Dp(O') 

- L: D,(v)DI'(v)Ulya)Up(OIJI)VII'(7J"{O'). (3.7) . 
It is apparent from the above comments and the 

very concise derivation of (3.1) given in Appendix A 
that the basic equations (3.1) and (3.6) are nothing 
more than simple algebraic consequences of the 
separation (3.4) and the definitions of FII', WII', and 
VII" Thus, (3.1) and (3.6) contain neither more nor 
less information about XII' and YII' than (2.15) 
and (2.16). Their usefulness lies in the fact that 
FII' WII', and VII', can be expanded in powers of X. 
This is done by iterating (3.3) and (3.7) to get 

series for WII' and VII' in terms of D, and U, and 
by expanded D, and U, in powers of X (see Appendix 
B). The expansions which result are then used with 
(3.1) and (3.6) to form sequences of equations which 
determine XII' and YII' to successive powers of X. 
The approximate equations obtained in this way 
are well behaved for l = E - like and l' = E + !ike 
when E is very small; by contrast, an attempt to 
expand X II' and Y II' directly in series of powers 
of X yields series whose first terms are proportional 
to E-

1 (see comments at the end of this section). 

The Approximate Equations for XII' and YII' 

The interest here is in equations for XII', YII', 
and Y", where land l' are given by (2.18). To avoid 
concealing the essentials of the approach by a clut­
ter of symbols, all indication of these subscripts will 
be dropped, and a new symbol W will be introduced: 

W(a#-!) == FII'(a)WII'(a#-!) 

- 5,,~[L: FII'(v)WII'(va)]. (3.8) 

Remembering that l - l' = -ike, we can now ex­
press the exact equation (3.1) and (3.6) as 

-ineX(afJ) - F(a)5"fJ = L: W(aJ')X{JLfJ) (3.9) 
p 

and 

Tine Y(a-yO') - F(a) V(a-yO') 

= L: W(aJ') Y{JL'YO') , (3.10) 
p 

where by convention the upper sign in (3.10) cor­
responds to the case YII' and the lower sign to Y",. 

The exact forms of the expansions for FII', WII " 
and VII' in powers at X are given in Appendix B. 
The expansion for W follows immediately from that 
for FII' and WI!" The results can be summarized 
as follows: 

F(a) = FO(a) + X2F"(a) + "', (3.11) 

V(a-yO') = X[V°(a-yO') + X V' (a-yO') + ... ], (3.12) 

W(a#-!) = X2 [WO(a#-!) + XW'(a#-!) + ... ], (3.13) 

where there is no XF'(a) term because of assumption 
(2.3). 

The sequences of equations for X(afJ) and Y(a-yO') 
are formed by using the above to evaluate the coeffi­
cients in (3.9) and (3.10) to successively higher orders 
in X; one obtains 

-ike °X(afJ) - FO(aH"fJ 

L: X2 WO(a#-!) °X{JLfJ), (3.14a) 
~ 
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-inE lX(afJ) - FO(a)8afJ 

= L A~ [WO(a~) + .. AW'(a~)] lX~(3), (3.14b) ,. 
-inE 2X(afJ) - [F°(a) + A2F"(a)]8afJ 

= L A2 [WO(a~) + AW'(a~) + A2W"(a~)]2 X~{J), 
,. (3.14c) 

etc.; 

=Fin °Y(ayo) - FO(a) A yo (ayu) 
~ 2 - 0 = £... A WO(a~) Y~'Yu), ,. 

(3.14n) 

(3.15a) 

=FinE ly(ayU) - FO(a) A[YO(ayU) + A Y'(ayu)] 

L A2 [WO(a~) + AW(a~)] 1 Y~'YU), (3.15b) ,. 
etc. 

The left superscripts on 2X(a{3), ly(ayU), etc. label 
the successive approximations to X(a{3) and Y(a{Ju). 
It is presumed, at least for the first few equations 
of the sequence, that "X(a{3) and nY(a{3u) approach 
the exact X(a{3) and Y(a{3u) determined by (3.9) 
and (3.10) as n increases. 

A question now arises: How do the solutions of 
(3.14) and (3.15) depend on A? To answer this, first 
consider (3.14a). If the term proportional to E in 
it were omitted, it is apparent that the resulting 
°X(a{J) would be proportional to A-2. However, the 
term proportional to E cannot be omitted: When 
it is omitted, X(a{3) = (constant) is a solution to the 
transposed homogeneous equation La WO(a~)X(a{3) 
[see (3.8)] which is not orthogonal to the inhomo­
geneous term -FO(a)8 all ; consequently, there is no 
solution to the thus altered (3.14a). Nevertheless 
when (2.4), (2.17a), and °X(a{J) [as determined b; 
(3.14a) with the term proportional to E included] are 
used to evaluate Kii along with the A-independent 
parts of fo and S, the resulting expression for Kii 
is proportional to A -2 in the limit E ~ 0 and Y ~ 00.

2 

In other words, °X(a{3) gives the same contribution 
to the A-dependence of the limiting value of Ki i 
as is suggested by neglecting the term proportional 
to E. More satisfactorily, one can predict the A­
dependence for the resulting Kii by treating the 
term proportional to E as if it were proportional to 
A 2. Of course, one must consider E to be independent 
of A (as it actually is) when the limit E ~ 0 is finally 
taken. 

To find the contribution of ·X(a{3) for n > 0 to 
the A-dependence of K ii

, consider the series 

·X(afJ) = A -2["XO(afJ) + A "X'(afJ) + ... 

Substitute this into (3.14n) and equate coefficients 
of equal power of A with the term proportional to E 

treated as if E were proportional to A2. In this way 
one obtains a collection of formulas for the "X<i) (a{J). 
It is readily seen that the "X(i) (a{:J) with a given i but 
different values of n are all determined by the same 
equ~tion provided that i ~ n. If i > n, all the 
"X<·) (a{J)'s with the same i but different n's are deter­
mined by different equations; thus, the nx<i) (a{3) with 
n > i have no consistent meaning. The iX(i) (a{J) = 
i+lX<i) (a{3) = i+2X<i) (a{J) = ... are the parts of X(a{:J) 
which contribute to the limiting value of Ki i in 
the order A i-2. 

Note that although the "X<i) (a{3)'s are in general 
all nonzero, the °X<i)(a{3) determined by (3.14a) 
vanish for i > 0 and A -2 °XO(a{3) is equivalent to 
°X(a{3). Equation (3.14a) determines the A -2-con-
tribution to Kii from X(a{:J).2 Now, the formulas 
for A-I "X' (a{3) depend on A-2 "XO(a{3), but the 
solution for A -2 "XO(a{3) = °X(a{J) is not available; 
thus, to find a useful expression for the A-I contribu­
tion to Ki i it is necessary to use the complete 
IX (a{J) determined by (3.14b). To proceed, one 
uses Eq. (3.14b) in conjunction with (2.4) and (2.17a) 
to find an expression for K ii

, takes the limits Y ~ 00 

and E ~ 0, expands the resulting expression in powers 
of A, and neglects all terms proportional to Ai with 
i > -1. This, of course, gives both the A -2 (lowest 
order) and A-I contributions from X(a{3). 

Statements similar to the above also apply to 
(3.15) with nY(a{:Ju) = A -1[nyO(a{3u) + ... ]. The 
A-I (lowest-order) contribution to the limiting value 
of Kii from Y(a{3u) is determined with (3.15a). [Note: 
(3.14a), (3.14b), and (3.15a) are given in unab­
breviated notation by (4.2), (4.9), and (4.11).] 

The Expansion of Z. 
The expansion of Z. for {3 ¢ u and a ¢ 'Y has still 

to be found; it is easily obtained by a straightforward 
expansion of the resolvent operators. From (2.13) 
and (2.18) it follows that 

('YI RI• lu)({J1 RI la) 

87~ 811 
S('Y) - E - tinE Sea) - E

a 

+ tinE + O(A). 
(3.17) 

Performing the integration over E specified in (2.17d) 
by finding the residue of the pole at E = Sea) + 
tinE, one obtains 

(3.18) 

(3.16) This result can also be obtained by iterating the 
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identity in footnote 18 to obtain a series in powers 
of A, using the result to expand the integrand of (2.5), 
and then performing the integration over t. 

Note that all four types of Z. given in (2.17) 
cannot be expanded directly as type (d) was above. 
If one treats type (a) where (3 = CT and a = 'Y as 
above, one obtains e(a) - e(a) + ihe = ihe in (3.18), 
so that the first term is proportional to e -1 With 
types (b) and (c) the first term in (3.18) vanishes, 
but the second (ex: A) term becomes proportional 
to e -1. Since e -1 increases without bound as e de­
creases, such series are not usuable. In contrast, 
(3.18) for type (d) becomes a (0+ or) r-function20 

in the limits e ---7 0 and V ---7 co. 

The integrations over E specified in Eqs. (2.17) 
do not affect the A-dependence, so that the A-de­
pendence of Z. of types (a)-(c), is the same as that 
of X(a{3) and Y(a'YCT). Consequently, the contribu­
tions of Z. to the A-dependence of Kii (in the limit 
E ---7 0) are as follows: 

(a) Z.(a{3{3a) = A -2[Z~ + XZ~ + ... ]; (3.19a) 

(b)Z.(aCT{3a) = A-l[Z~ + ... ] [(3 ~ CT]; (3.19b) 

(c) Z.('"({3{3a) = A-l[Z~ + ... ] 
(d) Z.('YCT{3a) = Z~ + AZ~ + ... 

4. CONCLUSIONS 

The necessary information is now available for 
writing down all of the A -2 and A-I contributions 
to the lattice thermal conductivity. 

The A -2 Contribution to Ki; 

From (3.19) for Z. and from (2.8) for fo, it follows 
that 'Y = a, CT = (3, and JI. = a in the A -2 part of 
(2.4). Substituting the first terms of the expansions 
of fo, S, and Z. into (2.4) and using (2.17a), one 
obtains 

h 1'" 0 X 271" _'" dE X E •• (a{3), (4.1) 

where °XE •• (a{3) represents the lowest order ap­
proximation to X(a{3) , which is determined by (3.14a). 
In unabbreviated notation (3.14a) is [combine 
(3.14a), (3.8), (B3), and (B4)J 

20 W. Heitler, The Quantum Theory of Radiation (Oxford 
University Press, London, 1954), pp. 69-71. 

(he/271") °XE .,(a{3) - o,(e(a) - E)oa~ 

= L I{al All' IJI.)12 [o,(e(a) - E) °XE •• (}J.{3) ,. 
(4.2) 

where I(al All' IJI.)1 2 = 1(Jl.1 AH' la)12 has been used, 
and where o,(x) is defined by 

7ro.(x) == !he[x2 + (!he)2rl. (4.3) 

o.(x) becomes a Dirac o-function in the limit E ---7 O. 
fo ° and (al So la) (the subscript d is omitted here) 
are given by (2.8) and (2.11). The above are the 
formulas for determining the lowest order contribu­
tion to the lattice thermal conductivity.21 

The A -1 Contributions to Kii 

This contribution is obtained by combining terms 
from the expansions of fo, Si, Si, and Z. [see (2.7), 
(2.10), and Sec. 3] so that the resulting contribution 
to Kii is proportional to A-I. There are six such 
contributions. 

First, consider those contributions with Z, cx: >.-2. 
For these, one has 'Y = a and CT = (3 in (2.4). There 
are three contributions of this type: 

h 1'" 0 X 271" _'" dE X E •• (a{3), (4.4) 

K;i = k~2 ~(amla)(aIAS';la){{3IS0il{3) 

h 1'" 0 X 27r _'" dE X E •• (a{3), (4.5) 

and the contribution containing the diagonal part 
of Af~Soi: 

h 1'" 0 X 271" _'" dE X E .,(a{3). (4.6) 

Af~ is defined in (2.9); the nondiagonal SOnd occurs 
here since (al Af~ la) = O. The quantity °XE •• is the 
solution of (4.2); the detailed forms of AS' and 
SOnd are given in Ref. 1. 

21 If one uses the plus sign in the Si( ±t) from (1.1) 
in writing (2.4) and (2.5), the roles of z and z' in the expo­
nential in (2.14) and of the I and I' in (2.17) are interchanged. 
This, in turn, implies the replacement of "XII.,(afJ) by 
"XE . .(pa) and of 0YE.".(apu) by °YE.'I'.(apu) [these are de­
fined below (4.1), (4.8), and (4.10)]. Thus, by using the +t 
instead of the -t from (1.1), the "XE .• (ap) in (4.1), (4.4), 
(4.5), (4.6), and (4.10) can be replaced by "XE .• (pa) with the 
°YE.±.(apu) in (4.7) and (4.8) being replaced by °YE.'I'.(apu) 
without changing the value of Kii. 
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Next, consider the contributions with Z. ex: A-I 
and depending on YE.±.(a{3u) through (2.17b) and 
(2.17c). There are two contributions of this type: 

K!f = k
V
T 2 Re L: (altci'la) (aISOlla) (ulso

n /I{3) 
,,~~ 

(4.7) 

n 10> 0 
X 211' -0> dE Y E.-,(f3'Ya). (4.8) 

Here, °YE.+. and °YE._. represent the lowest order 
approximations to YII' and Y1'1, respectively, where 
l = E - tinE and l' = E + tinE. This lowest-order 
approximation is determined by (3.15a) which in 
unabbreviated notation is [combine (3.15a), (3.8), 
(B3), (B4), and (B5)] 

(nE/211') °Y E.±,(a-yU) - a.(e(a) - E) A V~.±,(a'Yu) 

= L: I(al AH' 1~)12 [a.(e(a) - E) °YE.±'~'YU) 
" 

(4.9) 

where AV~.±, is given by (B7). 
The remaining X -I contribution to Kif comes from 

lX(a{3) and is 

K~I = k;2 ~ (alma) (aISOlla) ((3lsol l{3) 

n 10> I 
X 211' -0> dE X E •• (a{3), (4.10) 

where IXE.,(a{3) is the solution of (3.14b). In unab­
breviated notiation (3.14b) is [combine (3.14b), (3.8), 
(B3), and (B4)] 

{Tiej211') IXE.,(a{3) - a,(e(a) - E) a,,~ 

L: [i(al ill' 1~)12 - XSFE.,(a,u)] 

X a,(e(a) - E) IXE.,~(3) 

L: [I(~I ill' la)12 - XSFE,.~a)] 

(4.11) 

where X3FE.,(a~) is defined by (B6). As discussed in 
Sec. 3, the contribution to the thermal conductivity 
involving IX(a{3) (in this case K~I) is to be expanded 
in powers of A after the limits V ---t ro and E ---t 0 
have been taken. (The limit V ---t ro must be taken 
first so that the arguments of the a,-functions depend 
on a continuous variable, the wave vector, which 

is integrated over. Then, in the limit E ---t 0 the a.­
functions become Dirac a-functions.) The lowest­
order term in this expansion of K~I will be the A-2 

approximation determined by (4.1) and (4.2); the 
next term will be the sixth A-I contribution to Kif; 
the remaining terms will have no significance. 

Discussion 

The formulas for the A -2 contribution to K' I lead 
to equations for the thermal conductivity that are 
equivalent to those of kinetic therory2, i.e., the 
Boltzmann equation and 

sex) = V-I L: nk.nwk,vk,. 
k. 

The equations for the A -I contributions give correc­
tions that can be expressed as modifications to the 
Boltzmann equation.3 Also, with the formulation 
presented above one can determine the relative 
importance of various corrections to the lowest order 
results without carrying out detailed calculations. 
For example: the correction to energy flux labeled 
AS3' in Ref. 1 is nondiagonal in the HO-representation 
so that the evaluation of its contribution requires 
the use of Z.(au{3a) and Z.('Y{3{3a) [see Sec. 2.], 
which according to (3.19b) and (3.19c) are of order 
X -I and higher; then, since XSs' is proportional to X, 
the lowest-order correction to Kif due to ASs' is 
of order A o. The effect of a correction to the flux 
analogous to ASs' has been considered by Henin and 
Blum,22 who, it appears, missed the several cor­
rections of order A-I given above. 
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APPENDIX A: DERIVATION OF (3.1) 

The essentials of the derivation of (3.1) are more 
clearly seen if one temporarily omits all indication 
of the subscripts land l' and introduces the following 
abbreviations: 

22 F. Henin and L. Blum, Bull. Classe Sci. Acad. Roy. 
Belg. 46, 862 (1960). 
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Then, the substitution of (3.4) into (2.15), the defini. 
tion of X(a{3), gives 

-FII.(a) = D,.(a)D,(a) 

• [(l' - 0 - L: WII'(ua)FII'0L)]. (AW) 
X(a{3) = D(a)Oa6 + D(a)U(a{3)D({3). (A2) " 

Equation (3.3) becomes 
The addition of (A9) and (AW) yields 

W(ap.) = (l(ap.) - L: W(a'Y)D(-y)U(-yp.). 
L: WII'(ap.)FII ·0L) =: L: WII'0La)FII'0L). 

(A3) P 7 

(All) 

"'I 

And, it follows from (2.13), (2.15), and (3.2) that 

F(a) = Cal (H - 0-1 
- (H - 1')-1 la) 

=: (l - l')(al (H - l')-I(H - 0-1 la) 

== (1 - 1') L: X(a{3). (A4) 
(J 

Multiplying (A2) by W(-ya), summing over a, and 
using (A3), one obtains 

L: W(-ya)X(a{3) == (l('Y{3)D({3). (A5) 
" 

Then by writing out (AS) with subscripts indicated 
and ~ing (All) to alter the last term on its right, 
one obtains the desired result: (3.1). 

APPENDIX B: Fw , Ww , AND VII' 

It is a simple consequence of definitions (2.13) and 
(3.4) [see Swenson,16 Eqs. (14), (15), and (16)] that 

D,(a) == (S(a) - l)-1 + O(X~; (Bl) 

U,({3a) == -({31 ill' la) 

+ L: ({3\ ill' Iv) [8(v) - zrt (vi }.H' la) 
• 

+ O(X8
) [a ;C {3]. (B2) 

The substitution of this into (A2) gives 

X(a{3) = D(a)[oa/l + L: W(ap.)X0L{3)]. 
" 

(A6) From these, (3.2), and the iteration of (3.3) and 
(3.7), it follows that: 

Summing this over {3 and utilizing (A4), one finds 

F(a) = D(a)[(l - 1') + L: W(ap.)F0L)]. (A7) 
It. 

Then, the multiplication of (A6) by [(1 - l') + 
L:" W(ap.)F0L)] with the aid of (A7) gives 

(l - l')X(a{3) - F(a)oap 

= L: F(a)W(ap.)X0L{3) 
" 

F B'fli-lr'.B:t,~,,(a) 

(B3) 

W n!i-lr •• B±ti-lr.(ap.) 

== I(al ill' 1p.)12 - x3F B .:.(ap.) + O(X4); (B4) 

- L: W(ap.)F0L)X(a{3). 
" 

(AS) a,(x) is defined by (4.3) and X3FB ••• (ap.) and XVB ••• 

are defined by 

By using (AI) and indicating subscripts, (A7) 
becomes 

FII·(a) = D,{a)DI'(a)[(l - l') 

X8FB .:.(ap.) 

- L (p.I }.H' la)(al ill' Iv)(vi }.H' Ip.) + 0 0 (B6) 
- • s(v) - E 1= tiliE . " 

+ L: Wu ·(ap,)FII'0L)]. 
" 

(A9) where +c.o. indicates that the complex conjugate is 
to be added, and 

Exchanging Z and l' in this and using Fll'Ca) = I I ) 
-FI',(a) [which follows from (3.2)] and WII'(a{3) =: AV~.:.(a'Yo) == -('Y }.H' u 

W"I({3a) [which can be shown by iterating (3.3)J,16 [0 ° ] 
one obtains X &(u) - E 1= i1ie + e(..,.) - E ± i1ie' (B7) 
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In a previous paper the correlation function formula for the thermal conductivity was used to derive 
equations for the lowest-order contribution to the lattice thermal conductivity K'I. An explicit but 
formal solution of these equations is obtained here, and it is shown how this solution simplifies in 
the limit of infinite volume. Transport equations equivalent to the familiar Boltzmann equation are 
?eriv:ed for perturbations describing. b~th anharmonic forc~ and lattice imperfections. No approx­
unations are made beyond the restnctlOn to lowest order In the perturbation. It is demonstrated 
that K,f is symmetric. 

1. INTRODUCTION 

I N previous papers the energy flux operator for a 
lattice with imperfections and anharmonic forces 

was derived\ and the formulas for determining the 
A -2 and A -1 contributions to the lattice thermal 
conductivity K'f were obtained2

: A characterizes the 
strength of the interaction between the normal modes 
of a perfect, harmonic lattice. Here, the formulas . 
for the lowest order, or A -2, contribution to K'i are 
used to derive the transport equations for lattice 
thermal conductivity. The methods used are similar 
to those employed by McLennan and Swenson3 in 
their analysis of the thermal conductivity of a low­
density gas. 

The transport4
, or Boltzmann, equations for lattice 

thermal conductivity were first derived by Peierlso 
by using arguments of the kinetic-theory type. Since 
its presentation, this approach has been extensively 
applied and discussed, but its theoretical basis has 
changed little6

; review articles on the subject have 
been written by, to mention a few, Carruthers,7 

* This work was partially Bupported by the National 
Science Foundation. 

t Present address: Department of Physics, University of 
Oregon, Eugene, Oregon. 

1 R. J. Hardy, Phys. Rev. 32, 168 (1963). 
I R. J. Hardy, R. J. Swenson, and W. C. Schieve, J. 

Math. Phys. 6, 1741 (1965). 
8 J. A. McLennan and R. J. Swenson, J. Math. Phys. 4, 

1527 (1963). 
'Here, "Boltzmann equation" refers only to the kinetic 

theory equations for determining what is interpreted as the 
deviation of the number of phonons per mode from the 
equilibrium value, while "transport equation" is used to 
refer to any equation having a similar form; e.g., compare 
the "transport equation" (2.21) with the "Boltzmann equa­
tion" (2.22a). 

6 R. E. Peierls, Ann. Physik 3, 1055 (1929). 
8 A discussion of lattice thermal conductivity which differs 

both from the approach of kinetic theory and from the 
treatment presented here has recently been given by L. M. 
Magid, Phys. Rev. 134, A158 and A163 (1964). 

7 P. Carruthers, Rev. Mod. Phys. 33, 92 (1961). 

Klemens,s and Leibfried.9 In kinetic theory it is as­
sumed that "the number of phonons per mode 
changes for two reasons: (1) collisions of phonons 
with each other and impurities; (2) transport of 
phonons due to the presence of a temperature grad­
ient."lo Although these assumptions arise from a. 
plausible physical picture, they are nevertheless ad 
hoc and are difficult to incorporate consistently into 
a mathematical formulation, particularly due to the 
necessity of having "localized phonons" in order 
to describe the spatial variations of the temperature. 
Furthermore, the usual treatment of change (1) 
depends on arguments that are equivalent to assum­
ing the Pauli equation (7.3) which in tum depends 
on several assumptions not required here, e.g., "ran­
dom phases at initial time," "course grained distribu­
tion functions," etc.ll In treating charge (1), one 
must also assume "factorization," i.e., that the non­
equilibrium average of a product of occupation num­
bers can be written as a product of their averages. 
In most discussions "factorization" is assumed with­
out comment; however, its justification is a problem 
of fundamental importance and has given rise to 
extensive discussion in the Boltzmann equation treat­
ment of gases. 

None of the above-mentioned assumptions, in­
cluding "factorization," are required in the treat­
ment of lattice thermal conductivity given here. 
The transport equations follow as a direct mathe-

8 P. G. Klemens in Handbuch der Physik, edited by S. 
Fliigge (Springer-Verlag, Berlin, 1956), Vol. XIV, pp.198-281· 
and in Solid State Physics, edited by S. Seitz and D. Turnb~ 
(Academic Press Inc., New York, 1958), Vol. 7, pp. 1-98. 

a G. Leibfried in Handbuch der Physik, edited by S. Fliigge 
(Springer-Verlag, Berlin, 1955), Vol. VII 1, pp. 293-316. 

10 P. Carruthers, Ref. 9. pp. 101-102. 
11 See, e. g., L. Van Hove in The Theory of Neutral and 

Irmized Gases edited by C. De Witt and J. Detoeuf (John 
Wiley & Sons, Inc., New York, 1960), pp. 151-183. 
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metical consequence of the correlation function 
formula for the thermal conductivity, the assumption 
of a Hamiltonian, and the decision to consider only 
the contribution to K;; which is lowest order in 'A 
in the limits V ~ CX) and E ~ 0 (V is the volume 
of the system; E comes in through a convergence 
factor e-", where t is time). The correlation function 
formula itself is a general result derived from basic 
assumptions about the meaning of thermal con­
ductivity; its use avoids any problems with localiza­
tion. 

The essentials of the present derivation are con­
tained in Sec. 2 and the first parts of Sec. 3; most 
of the remainder of the article deals with calcula­
tions for specific perturbations. 

In Sec. 2 an explicit solution for the lowest-order 
contribution to K'; is obtained from the formulas 
in Ref. 2. The limits V ~ CX) and E ~ 0 are then 
taken, and the solution is written as 

lattice. The eigenvalues and eigenvectors of HO are 
represented by 8(y) and h'), where the Greek letters 
designate eigenstates: HOI'Y) = e('Y)I'Y), where e('Y) == 
Lk [Nk('Y) + !1hwk and Nk(y) and Wk are, respectively, 
the occupation number and frequency of mode k. 
Subscripts j, k, l, etc., designate the plane-wave 
normal modes of HO; in particular, k stands for k 
and 8 where k is the wave vector and 8 is the polariza­
tion index (8 = 1, 2, 3). The specification of the 
occupation numbers for every mode completely deter­
mines the eigenstate, and conversely: 

(1.3) 

Let m, be the number of particles in the system. 
V 1m, is the volume of a unit cell of the lattice, which 
is constant; thus, the limit V ~ CX) implies the limit 
m,~CX). 

The perturbation to be considered is 'AH' = 'AT' + 
'A V 2 + 'A V3 • The perturbation to the kinetic energy 
due to the presence of more than one isotope, etc. 

lim lim K;; = V-I L 7J!lU.Jkv!, (1.1) is 'AT'; the perturbation to the potential energy due 
E-O V-OI) k 

. to lattice imperfections is 'A V2 • Their sum has the 
where Wk and v; are the frequency and group velocity forml2 
of mode k(V- I Lk is an integral in this limit). It 
is shown that the quantity 7Jk is determined by a . AT' + A V 2 

transport equation. The relation of 7J! to the kinetic-
(1.4) 

theory quantity 1h is discussed, where nk is the 
deviation of the number of phonons in mode k from 
the equilibrium value. It is shown that the thermal 
conductivities predicted by kinetic theory and by the 
present approach are the same. 

In Sec. 3 the detailed form of the transport equa­
tion for anharmonic forces is deduced, and the 
critical role of the limits V ~ CX) and E ~ 0 in 
obtaining it is made clear. The form of the transport 
equation which results most naturally is more sym­
metric than the usual Boltzmann equation [see 
(3.37)]; however, it is shown that a transport equa­
tion with the form of the usual result is also possible 
[see (3.38)1. The additional information needed to 
treat imperfection scattering is given in Sec. 4. In 
Sec. 5 the generalization to systems with both im­
perfections and anharmonic forces is discussed. The 
symmetry of the tensor K'; is proved in Sec. 6. 

Notation 

Before proceeding, the notation to be employed 
and some necessary standard results will be sum­
marized: 

The Hamiltonian for the system is 

H = HO + 'AH', (1.2) 

where HO is the harmonic Hamiltonian for a perfect 

where a! and ak are, respectively, the creation and 
annihilation operators for phonons.13 The coefficients 
C;k are such that 

IC;-k 12 = IC-;k 12 = ick-i 12 a: V-I. (1.5) 

In Ref. 1 (p. 124) it was shown that the separation 
(1.2) can always be made so that Ck-k = O. The 
perturbation due to anharmonic forces isl2 

(1.6) 

where k = (k, 8) and -k = (-k, 8). To obtain (1.6) 
the condition b;k-k = bik- i = bi - ik = 0 was imposed 
for all values of j and k: Since this condition affects 
only one out of every m, of the coefficients bikZ , any 
error introduced by it vanishes when the limit V ~ CX) 
is taken. Because of the symmetry of the lattice, 
b;kl is proportional to .1. j + k +!, which equals one when 
j + k + 1 equals zero or a member of the reciprocal 
lattice and which is zero otherwise. The dependence 

12 In Ref. 1 (p. 173) AT', AV 2 and A V 3 are given as functions 
of the particle momentum and position operators. For more 
details about the coefficients in AT', AV2 and AV. see: Car­
ruthers, Ref. 10; M. Born and K. Huang, Dynamical Theory 
of Crystal Lattices (Oxford University Press, London, 1954), 
pp.217-223. 

13 The commutation relation is [ai, akt] = 0ik. 
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of bju on V is such that 

(1.7) 

).. Va is Hermitian and bjkl is independent of the 
order of j, k, and lj as a result 

Ib_H _d 2 
= Ib jk " 2= Ibkjd 2= Ibkl ;! 2. (1.8) 

Sea) represents the diagonal part of the lowest­
order contribution to the energy flux: 

Sea) = V-I L Nk(a)~kvk' (1.9) 
k 

where Vk is the group velocity of mode k. Note that 

(1.10) 

Because of this, the frequencies will be written with­
out a sign before their subscripts. The symbol tea) 
designates the lowest-order contribution to the den­
sity matrix, which is diagonal: 

tea) = [ZOr l exp [ - 8(a)/kT] , (1.11) 

where ZO = La exp [-8(a)/kT]. Averages formed 
with tea) will be indicated by ( )0' e.g., 

L t(a)Nk(a) == (Nk)o 
a 

= [exp (~k/kT) - 1rl. (1.12) 

Since Wk = W-k, the averages ( ... NjNk "')0 of a 
number of occupation numbers are independent of 
the signs before the subscriptsj consequently, such 
signs will often be omitted. If all of the occupation 
numbers except perhaps two (k and k') belong to 
different modes, one has 

( ... NjN/cNk·NI "')0 

= [ ... (Nf)o(Nk)o(Nk')o(NI)o ... ] 

+ ow['" (Nj)o(Nk·)o«Nk·)o + l)(N,)o ••• ]. (1.13) 

Also, it can be shown that 

L (NkNj)o~jvj = i~;2~kVk 
j 

where this defines 11k and where 

~k = sinh (~k/2kT). 

2. LATTICE THERMAL CONDUCTIVITY 

(1.14) 

(1.15) 

In this section an explicit, formal solution of the 
lowest order equations for the thermal conductivity 
is obtained and is expressed in the form of a transport 
equation. The lowest order equations from Ref. 2 
[(4.1) and (4.2)] are 

KH = k
V
T2 L t(a)S'(a)Sf(j3) 21i. j'" dE °XB •• (a/3), 

all 71' -'" 
(2.1) 

where (1.9) and (1.11) have been used (the super­
scripts i, j = 1,2, 3 specify vector components), and 

(1i.e/271') °XB .,(a{3) - o,(8(a) - E)od 

= L I(al AlI' h)1 2[0.(8(a) - E) °XB .k({3) 
'Y 

where e is a small positive number and 

71'O,(x) == !1i.e[x2 + (!1i.e)2rl. 

The Formal Solution for KIJ 

(2.2) 

(2.3) 

It is convenient to introduce quantities QB .• (af3) 
and 5 8 •, (a) defined as follows: 

(1i./271') °XE.,(a/3) == o,(8(a) - E) QB .• (af3)j (2.4) 

5 E • , (a) == L QB .• (af3)S(j3). (2.5) 
Il 

Then, by multiplying (2.2) by S({3), and summing 
over f3 one obtains 

This can also be expressed as 

Sea) = e5B •• (a) - L (al TV h')5B. ,('Y) , (2.7) 
'Y 

where 

(al TV h) == (27r/1i.){I(al AlI' h)12 0.(8('Y) - E) 

- Oa'Y L I(al AlI' 1~)12 o,(8(,u) - E)}. (2.8) 
I' 

Now, multiply (2.7) by e-" and by 

({31 exp [Ws] la) == f s"', ({31 W" la), 
",-0 m. 

(2.9) 

where (f3IWOla) == 08a and (f3IW"'la) is the product 
of m matrices (f3IWla). Then, by summing over a 
and integrating over s, one obtains 

1'" ds e-" L (f31 exp [Ws] la)S(a) 
o a 

-1'" ds L {e-It L (f31 exp [Ws] la) 
o 'Y a 

(2.10) 
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Since the qua,ntity inside the bmces II is the 
deriva,tive with respect to s of e-'8(al exp [Ws] 11'), 
~q. (2.10) integra,tes to 

SE,,(fi) =[' ds e-" 

X 1: ({31 exp [Ws] la)S(a). (2.11) 
a 

It is a,ppa,rent from (2.1), (2.4), a,nd (2.5) tha,t 

Kif = k~2 ~ f(a)S;(a) 

X {: dE o.(e(a) - E) €lk,.(a). (2.12) 

This in conjunction with (2.11) gives Kif as an 
explicit function of the interaction mechanism de­
scribed by (aJ W 11')' 

The Mect of the Limits V......jo ex> and E-?O 

Before proceeding, introduce a quantity ftk' (or 
71!. where j = 1, 2, 3) defined by 

ftk' == lim lill kVT· 2 1: f(a)Nk,(a) f'" dE 
E-O v-co a: 'Y -co 

X o,(e(a) -E) L" dse-"(aJ exp (Ws] h)S('Y).(2.13) 

From this, (1.9), (2.11), and (2.12), it follows that 

(2.14) 

One now needs the important result, which will 
be proved in Sees. 3-5, that the second member of 
the following ca,n be written in the limits V ......jo ex> 

a,nd E ......jo 0 in the form of the third member (the 
first equa,lity defines W Cm

\.): 

w(m) k' == lim lim e-"V 1: f(a)N",(a) 
't .... O v_cO "'Y 

X L: dE o,Ce(a) - E) (al wm h) Sh) 

= (-I)"'V-1 1: Omk'IUI, 
I 

where nO;" == VO;k and where for m > 0 

(2.15) 

(2.16) 

UI is defined by (1.14). Since the limit V......jo ex> has 
been taken, n;k with j = (j, 8) a,nd k = (k, s') is a 
function of two discrete indices (s, s' = 1, 2, 3) a,nd 
two continuously varying vectors j a,nd k. The density 
of wave vectors in k-spa,ce is V(211')-3 j thus, as V......jo co 

and 

VAl+k+! ......jo (211')3 0(j + k + 1 - K), 

(2. 17a,) 

(2.17b) 

(2.17c) 

where o(k) is a Dirac o-function and K equals zero 
or a member of the reciprocal lattice. To obtain a 
convergent result in the limit V......jo ex>, all factors of 
V, all summations over k space, and all Kronecker 
o-functions and A-functions must occur in the com­
binations prescribed on the left of (2.17); if one or 
more factors of V is missing, the quantity involved 
will either trivially converge to zero or diverge. The 
notation on the left of (2.17) will be used in what 
follows; the integrals over k-space and the Dirac 0-
functions will be left implicit. 

The use of (2.15) in (2.13) yields 

(2.18a) 

where 

{ -o'} ~ (-sr nm e kl == £..J --,- U H' 
m-O m. 

(2.18b) 

The Transport Equation 

To obtain the transport equation, multiply (2.18a) 
by Ow, sum over k', and perform the s-integration 
over the infinite series in powers of 8; one finds 

V-I 1: OWftk' 
k' 

= ki2v f: [- {e- OBI;z + V OJ/]UI 1:, (2.19) 

where nOn == V Oil has been used. Now, provided 
that 

lim V-I 1: VO')nul = 0, (2.20) 
8-tCO l 

Eq. (2.19) can be written with the aid of (1.14) as 

[d(N;)o/dTJv; = V-I 1: OWnk" (2.21) 
k' 

where [d (N;)o /dTlv; enters as simply a more mean­
ingful way of writing u;/kT2

• Equation (2.21) is the 
transport equation for nk'; its solution in conjunction 
with (2.14) determines the lattice thermal con­
ductivity. Condition (2.20) is discussed in Sec. 6. 

Comparison with Kinetic Theory 

In kinetic theory the lattice thermal conductivity 
is determined by the Boltzmann equation and the 
equation relating (s) (the heat flux) to nk (the devia~ 
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tion of the average number of phonons in mode k 
from (Nk)o); these equations are, respectively, 

[d(Nj)o/dT]v;· VT = - V-I L: Qjk,11,k' (2.22a) 
k' 

and 

(8) = V-I L: 11,knwkVk' (2.22b) 
k 

Equations (2.22) can be transformed into equations 
of the form of (2.21) and (2.14) by assuming that 

and 

(s') = - " K· j ar. 7' ax' I 

(2.23a) 

(2.23b) 

where nk and K· j are independent of VT. Thus, 
provided Qik = O'k, the thermal conductivity deter­
mined by kinetic theory is simply the lowest-order 
contribution to K';. The equality Qjk = Ojk IS 

verified in Sees. 3-5. 

3. PROOF OF (2.15): ANHARMONIC FORCES 

The perturbation with anharmonic forces alone is 
AH' = AVa. 

The elements (al AVa h') vanish unless Nk(a) = 
Nk('Y) for all modes except three, say i', k', and l', 
for which 

Nj,(a) = N,.,(,,() =F 1; Nda) = Nd'Y) ± 1; 

NI'(a) = NzC'Y) ± 1. (3.1) 

where 

(3.4a) 

and 

(3.4b) 

Note that A! = a!(Nk + l)-i and Ak = ak(Nk)-l. 
The factor of t in (3.3) compensates for the existence 
of two combinations of i, k, and l [i.e., i', -k', -l' 
and i', -l', -k'] which contribute to I(al AVa !'Y)1 2 

for each a and'Y satisfying (3.1). 
When ill' = AVa, the quantity (al TV I'Y) defined 

by (2.8) will be represented by (al a I'Y)' Using the 
relations between Nk(a) and Nk('Y) given in (3.4), 
one obtains 

(al a I'Y) = ~ ~ Ib"kll
2 

X {fJ,(nw j - nwk - nwz + Sea) - E) 

X [N;(a) + 1lN_k(a)N_ z(a) 

X [(a I AjA~kA~z I'Y) - fJa'Y] 

+ Mnw,. - nwk - nwl - Sea) + E) 

X N,.(a)[N -k(a) + l][N -lea) + 1] 

Then, from (1.6) it is apparent that the value of X [(a I A;A_kA_ , I'Y) - fJ",'Y] I 
the element (al AVa I'Y) with a and 'Y connected by 
the upper set of signs in (3.1) is + parts proportional to 

lCbj'-k'-" + bj'-l'-k') 

X {Nj'('Y)[N-k'('Y) + l][N_ I ,("() + Ill!, 
and since bjkl is independent of the order of its sub­
scripts, one has 

t(b;'-k'-l' + bj'-I'-k') = bj'-k'-I" (3.2) 

Similar results hold for the element with a and 'Y 
connected by the lower set of signs. Thus, with the 
aid of (1.8), the square of the magnitude of (al AVal'Y) 
for all a and 'Y can be written as 

I(al A Va 1'Y)1
2 = t L: Ibiklr 

jkl 

X {N;('Y)[N_k('Y) + 1j[N- /('Y) + l](al AiA~kA~1 h-) 
+ [Nih) + 1 IN_kh)N_zC'Y)(a I A!A_kA_ 1 I'Y)I 

+ parts with AiAkAI or A~;A~kA~/' (3.3) 

(3.5) 

The Effect of the Limits V ~ co and E ~ 0 

For anharmonic forces, the first two members of 
(2.15) will be written as 

G
Cm

) k' == l.~ ~~ V ~ !(a)Nk,(a) i~ dE' fJ.(E') 

X (al am 1'Y)S(,,()IE-E'+sCa), (3.6) 

where the limits have been commuted with the 
e-" specified in (2.15) and the substitution E = 

E' + Sea) has been made. (al (ll'Y) equals ~a'Y by 
definition; it then follows immediately from (1.9) 
and (1.14) that 

G CO
) k' = L: (Nk,Nk)onwkVk = Uk" (3.7) 

k 
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The general properties of G(m) k' which make possible its simplification can be seen be considering just 
G(2)k' and the contribution to it from the part of (al G h) containing [(al A;A~kA~1 h') - 0«'1'1. First con­
sider the effect of [(al A;A~kA~1 h) - OU'Y] on S('Y): 

L [(a I A;A~kA~, I'Y) - oU'Y]V-l L N;.(,),)hw;,v;, 
'Y jl 

where the partial derivatives are included as simply an alternate notation. Now, by using (3.8) and the 
above mentioned part of (al G h) [see (3.5)], one obtains the following contribution to G(2\,: 

l.~ ~~ V L: dE' 8,(E') ~ f(a)N",(a) ~ i.tt. Ibi•ko, ,12 
o.(hw;, - hwk • - hw l , - E') 

X [N;.(a) + l]N _".(a)N -l.(a) L [(a I AioA:'lo.A~/' 113) - aaP] 
fJ 

X i L Ibi,k,I,I2 a.(hw;, - hwk , - m"h + B({3) - B(a) - E') 
ilktll 

It is readily demonstrated that the sum over {3 here has the following effect: 

L [(a I Ai.A:'hA~I. 113) - Oa/l]o.(hw;, - hw", - m"z, + B({3) - B(a) - E')[N;.({3) + I]N_k,({3)N_h ({3) 
p 

= {h- 1 a.(w;, - Wk. - WI. + Wi, - Wh - WI. - E'lh) 

X [N;.(a) + 1 + aio;' - a_k,;, - 8_ ,.;,][N_k,(a) + 8;,-le, - 8,.,1:, - alok,] 

X [N_z,(a) + ai .-" - 8",1, - al,I.]} - {h-1 a,(w;, - WI:, - Wit - E'lh)[N;'ca) + I]N_k ,(a)N_I,{a)}. 
(3.10) 

Now, since the arguments of the 8,-functions in the second member of (3.10) do not depend on a, the only 
dependence on a of the result obtained by substituting (3.10) into (3.9) is in the occupation numbers and 
in f(a). Thus, the summation over a simply causes an averaging of the occupation numbers, so that the 
limit V ~ ex> can be taken without difficulty. The summations over the wave vectors jl, klJ 11, j2, k2' and 
12 become integrations, and the arguments of the o,-functions become continuous functions of jl, kh etc. 
In this situation, the limit E ~ 0 can be taken and the 8.-functions become Dirac 8-functions. The arguments 
of Dirac-8's can be altered as follows: 

(3.11) 

Then, using this and neglecting the parts of (3.10) which contain more than one Kronecker 8-function 
factor (this is justified below), one can rewrite (3.9) as 

X (Nk,(N io + l)N -lo.N -/.(ai ,11 - 8_1.;, - 8- z,;.)N _",N_h 

+ (a,.,_", - 8,.,,., - a,.",)(Ni, + l)N_z, + (a i .-I, - ak•l, - 81,1.)(N i , + l)N_",])o 

(3.12) 

because of the a.(E') and a,(hw;. - hw", - hW" + E') in (3.9), the a.(w;. - Wk, - Wz. + W;. - Wk. - Wit -
E'lh) has become o(w;, - Wk, - WI,) in (3.12). 
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From the definition of the average ( )0, it follows 
that 

(Nk ,(··· NiNo'" »0 = (Nk,(···N -iN-k .. '»0' (3.13) 

provided that k' and -k' are different from ... i, 
k, ... , etc., otherwise the two members of (3.13) 
are unequal. Because of this and since Vk is the only 
odd function of k in (3.12) [see (1.8) and (1.10)], 
each term in the sums in (3.12) with k' and -k' 
different from any of the subscripts ii, kl' l21 i21 k21 
and 12 is equal to the negative of the term with the 
subscripts -ill -k2' -12, -i2, -k2' and -12; such 
terms cancel. Thus, only those terms for which k' 
or _kf equals ii, kl' ll' i2, k2' or 12 contributes to 
G (2) Th' rt' . d k'. IS prope y m essence mtro uces another 
Kronecker a-function factor into (3.12). Now, because 
of the factors V-I and b. j + k +1 in Ibikl l

2 and of the 
various Kronecker a-functions, (3.12) contains the 
correct number of factors of V for nontrivial con­
vergence in the limit V ~ co [see (2.17) and below]. 
The contributions to (3.12) from those parts of (3.10) 
with more than one Kronecker-o factor lack one 
or more factors of V for nontrivial convergence, 
and thus do not contribute to G(2\,. Note that the 
quantity in square brackets in (3.12) could also 
have been expressed as 

(a;;. - a';-k. - a.;_J(N;. + I)N_ k ,N_I,. (3.14) 

Three additional contributions similar to (3.12) 
exist in the complete expression for G(2) k', However, 
there are no contributions from the "parts propor­
tion~l to o.(hw; + hWI< + hWI ± sea) =F E)" in 
(al G h) [see (3.5)J. Their contributions vanish be­
cause in the limits V ~ <X> and E ~ 0 the above 
a.-functions become h-Io(wj+Wk+WI). Since Wk ;::: 0, 
this Dirac-o vanishes unless Wi = WI< = WI = 0 which 
implies (at least for the acoustic modes) that j = 
k = 1 = 0; but when this is true Ibw l2 vanishes. 

Now, consider the generalization to G(m) AI' with 
arbitrary m: 

First, note that each additional (al (j. h) intro­
duces: three additional summations over k-spacej one 
factor of V-I; one b.-function; and one Kronecker-o 
factor which originates from the [(al AjA:kA:1 I'Y) -
a",),], etc. As a resu1t, G(m\, will always have the 
correct number of factors of V for nontrivial con­
vergence in the limit V ~ co. 

Second, each term in the expansion of G<m)k' con­
tains a product of m a.-functions. After performing 
the m - 1 intermediate sums over eigenstates in 
(al (j.m h), taking the limits V ~ co and E ~ 0, and 
repeatedly using (3.11), these o,-functions all be­
come Dirac a's of the form O(Wi - WI< - WI), just 

as in (3.12). Thus, for the purpose evaluating G<m\, 
one can replace the a.-functions from the parts of 
(al (j. I'Y) written out in (3.5) by /i,-la(Wi - Wk - WI)' 
Since the a,-function from the "parts proportional 
to O,(hWi + hwk + hWI ± ( ... »" becomes /i,-IO(Wj + 
Wk + WI), and since Ib"kz!2 vanishes when O(Wi + 
Wk + WI) is nonzero: only the parts of (al (j. h) 
written out in (3.5) contribute to G (m) k" 

Third, the maximum number of factors of oc­
cupation numbers in any term in the expansion of 
G<m)k' is a function of m, say f(m). The number of 
different normal modes of HO is 3m:. Neither the 
b.-functions in Ibm l2, which connect three wave 
vectors, nor the Kronecker a's which arise in the 
evaluation of G(m\, and which occur in place of 
occupation numbers as in, e.g., (3.10), favor com­
binatioils of occupation numbers in which more than 
one is from the same mode. Thus, there are (3m:)"m) 
different possible combinations of modes to which 
f(m) occupation numbers can belong. Of these com­
binations, the fraction which does not have every 
occupation number from a different mode is 

(3m:)/(".) - (3m:)(3m: - 1) .•• (3m: - f(m) + 1) 
(3m:),<m) • 

(3.15) 

In the limit V~co this is proportional to Hf(m)-lJ 
f(m)/3m:; this fraction will be smaller for those 
terms in the expansion of G(m\, having fewer oc­
cupation numbers than f(m). Because of the limit 
V ~ co which implies m: ~ <X> any error made 
in the calculation of terms not having every occupa­
tion number from a different made does not affect 
the value of G(m) "" Thus, the average of any pro­
duct of occupation numbers in G (m) k' can be re­
placed by the product of the averages [see (1.13)J unless 
more than one of the occupation numbers is from mode 
k'. This latter proviso is necessary because without 
it every term will cancel with some other term for 
the reasons discussed below (3.13) (More than one 
occupation number from any mode other than k' 
or _kf will not prevent this cancellation). 

Fourth, since the number of operators of the type 
Ak and A! is fixed at 3m, while the number of modes 
goes to infinity in the limit, the Ak and A! may all 
be considered to be from different modes for the 
purpose of evaluating G(m).". Now, if all modes 
i, - k, -l are different, and if all modes ... i', 1f

t 

.. , are also different, it can be shown that 

L [(a I AiA:kA~1 I'Y) - 0",),][·" Ni,(-y)N,,(-y) ... ] 
')' 

[ a a a ] 
- aN; - aN_I< - aN_I 
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x [ ... N j " N
"

, .. 'J!N._N.Ca" (3.16) 

where [ ... N;-('Y)N,,('Y) ... ] represents any product 
of occupation numbers. If A;A_kA_, is used in (3.16) 
instead of A;A~kA~/' then the last member will 
differ by a factor of -1. Because of this, the factors 

[(a I AiA~kA~1 !'Y) - Oay] 

and [(a I A;A_kA_I I'Y) - Oay] in (al (j I'Y) can be 
replaced in the calculation of G cm) k' by 

a a a 
aN; - aN-k - aN_I 

and the negative of this, respectively. The writing 
out of the arguments a, 'Y, etc. of the occupation 
numbers no longer serves any useful purpose and 
henceforth will not be done. 

Applying the several conclusions obtained above, 
one finds that (3.6) can be simplified to 

GCm ) k' = lim lim V L: f(a)Nk,(a) 
t-O v-co a 

X BmP ",D". ... B~P~D~BIPIDISIN'_N.Ca), (3.17) 

where 

(3.18) 

Pi == O.(Wj; - Wkl - WIJ [(Njl + I)N -kiN -II 

- N;,(N -kl + 1)(N -II + 1)], (3.19) 
and 

a a a D; == - - -- - -- ; (3.20) 
aN;i aN-ki aN-Ii 

it is understood that the summat£ons over j" ki' and 
l, in Bi are simultaneous summations over the ii, 
ki' and li in Pi, in D i , and in B;. Every differential 
operator D, in (3.17) operates on all of the P;'s to 
its right. 

Proof of (2.15) 

The application of the product rule for differentia­
tion gives 

B"P"D"B,,-IP"-ID"_1 ... S 

= B"P"B,.-I(D"P,.-I)D,.-1 ... S 

+ B"P ..B"-IP"-I(D,.D"-1 ... S), (3.21) 

where the D's inside the parenthesis operate only 
on those P's within the same parenthesis. The suc­
cessive use of (3.21) in (3.17) yields 

GC
"'\, = lim lim V 

x [(Nk,BmP mB ... -l(DmP ... -1) 

X Bm-~(D"'-IP",_~) ... Bl(D~Pl)(DlS»o 

+ (Nk,B ... P ... B"'-IP ... -I(DmDm- 1 ••• B1P1D1S»0 

+ (Nk,B ... P ...B ... -l(D".P ... -1) 

X B ... - 2P ... -2(D ... - 1D ... - 2 ... S»O 

+ ... 
+ (Nk,B",PmBm-l(D",P ... -l) •.. B1P1(D2D1S»0]. 

(3.22) 

Note that all of the m averages within the square 
brackets, except the first and last, contain two factors 
of P not operated on by a D. 

Using the properties of Dirac o-functions, one 
can prove that 

o(Wj - Wk - WI) [(Nk)o(NI)o 

- (N;)o «Nk)o + (N,)o + 1)] = 0, (3.23a) 

O(Wj - Wk - WI) «Nk)o + (N,)o + 1) 

= o(w; - Wk - WI) ll~j2{li{lk{lI' (3.23b) 

and 

o(Wj - Wk - w,)«N,)o - (N;)o) 

= o(w; - Wk - WI) IlU2{lj{lk{ll; (3.23c) 

13k is defined by (1.15). From these and (1.13), it 
follows that 

lim lim (Nk,P)o = -(Nk,)o «Nk,)o + 1) 

and 

X (Ok'; - Ok'-k - Ok'-/) (1l!,j2{l;llk {ll) 

X o(w; - Wk - WI) 

lim lim (P)o = 0, 
e-O v_co 

(3.24) 

(3.25) 

Since the average of a product of occupation 
numbers, unless two are from mode k', may be re­
placed in G Cm

\, by the product of their averages, 
i.e., (1.13) may be used, the evaluation of (3.22) 
yields at least one factor of (P)o in each of the 
averages having two P's not operated on by a D. 
Then, because of (3.25), all but the first and last 
of the averages in the square brackets in (3.22) 
vanish; the last average vanishes because it contains 
the second derivative of a linear function, i.e., S. 
Thus, (3.22) can be simplified to 

G Cm
) k' = lim lim VB ... (Nk,P m)oB ... - 1(DmP ",-1)0 

t-+O V-loCO 

(3.26) 

where it is understood that the D's only operate on 
the P within the same bracket. 

The various quantities in (3.26) are readily eval­
uated. First, it follows from (1.9) and (3.20) that 

(DIS) = V-I L: (O;d + Okd + 0Id)4{l~\lj, (3.27) 
; 
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where (1.14) has been used. Note that (DIS) has 
the following properties under transformations of its 
free subscripts jl, k" and II (this defines J ikl): . 

Regrouping the various parts of this, one obtains 

G Cm\, = (_l)my-' I: rmk'IUI, (3.35) 
I 

(3.28) where 

It follows from (3.18), (3.19),· a~d (3.20) that r jk . == I: ffi ik, (c5jk' + c5w + I5Ik')£Ik~; (3.36) 

X [(c5j 'i - c5_k'j - c5_ I'j) «Nk)o + (N,)o + 1) 

+ (c5 j '-k - c5k'k - c5 l 'k) «Nj)o - (N,)o) 

kl 

from (3.7) it is apparent that rOk'l = Vc5k ", Com­
pare (3.35) with (2.15). One sees when the per­
turbation is due to anharmonic forces alone that 
(2.15) is indeed valid and that njk = r ik' 

+ (c5 j ,_, - Ok'i - 15 1 '/) «Nj)o - (Nk)o) ]. (3.29) The Transport Equation; Comparison with Kinetic Theory 

Let J denote J ikl ; then, using (1.8), (3.23), and 
(3.28), one obtains 

lim lim B(D'P)oJ .-0 v_co 

(3.30) 
where 

ffijkl = (1l/2li2)y Ib ikl l
2(£li£lk£l/fl 

X [c5(wj - Wk - WI) + c5(wk - WI - Wi) 

+ c5(WI - Wi - Wk)]' (3.31) 

<BjkI is independent of the order of its subscripts and 
is such that ffiikl ;:::: O. Note that B (D'P)o J changes 
under transformations of its free subscripts 1', k', 
and l' according to (3.28). Consequently, (3.30) not 
only determines the BI (D2PI )0 in (3.26) correctly, 
but can also be used to evaluate the quantities 
Bi (Di+IP.)o for all value of i. 

It can be shown that 

(Nk,)o «Nk,)o + 1) = H;}. 

From this, (3.24) and (3.28) it follows that 

lim lim YBm(Nk,P m)oJ m 

(3.32) 

= -t I: ffik'kmIJimkmlm' (3.33) 
ktnl m 

The substitutions of (3.27), (3.30), and (3.33) 
into (3.26) yield 

GCm> _ 1 ~ ID 
le' - -'4 .L...J Wk'k",l", 

kml m 

/"'-1 

X··· 

x I: (Bim-1km-.lm-l 
k m - 1 l"'-1 

X (-l)Y-' L: (c5i.;. + c5k•i, + c5l.i.)0~, L: ffii,k,l, 
11 kdl 

X y-I L: (c5 j.; + 15k ,; + c5l.;)40~Uj' 
j 

(3.34) 

The use of (3.31) and (3.36) in (2.21) gives 

[d(Nj)o/dT]vj = 2~2 ~ Ib jkd2 
(£lj£lk£l,f' 

X [c5(w; - Wk - WI) + c5(wk - WI - Wj) 

+ c5(WI - Wj - Wk)] 

X (ni£l~ + nj£l~ + nl£lD. (3.37) 

This is the transport equation for anharmonic forces. 

Equation (3.37) does not have the form of the 
Boltzmann equation from kinetic theory. However, 
(3.34) does not uniquely determluethe form of r j •• 

For example, instead of r jk one could have used the 
quantity defined by 

i'jk' = 2~2 .t: Y Ibikd2
(£li£lk£lI)-1 

X [c5(wi - Wk - wl)(c5jk' - O-kk' - I5_Ik') 

+ c5(wk - WI - wj)(c5jk' - O-kk' + c5 lk ') 

+ c5(wl - Wj - wk)(c5jk' + c5w - c5_lk,)]£l~,. (3.38) 

One can verify that i' jk' is consistent with (3.34) and 
(3.35) by using u; = -u_; and the.following readily 
demonstrated relation: 

y-I L: rjdk = y-I L: i'jdk, (3.39) 
k k 

where fk is any odd function of k, i.e., fk -f-k; 
note that both sides of (3.39) are odd functions of 
their free subscript j. When i'ik is used in (2.21) 
instead of r jk, the resulting transport equation does 
have the usual form of the Boltzmann equation from 
kinetic theory.'4 

The value of K ii
, as determined by (2.14), is 

only sensitive to the odd part of nk, i.e., to !(nk -
n-k)' By using the transport equation (2.21), the 

14 See Leibfried (Ref. 9), Eqs. (90.1), (90.5), and (93.6). 
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easily verified relations r ik = r -i-k and r jk = r -;-k, 

and V; = -V_j, one can show that 
the effect of the limits V ~ 0) and E ~ 0 makes 
it possible to express L (m) 10' as 

(3.40) L (Oll k' = lim lim V L. f(a)Nk,(a) 

and similarly for r jlo' Thus, the odd part of any solu­
tion to the transport equation is also a solution. Fur­
thermore: because of (3.39), the odd part of any solu­
tion of the transport equation with r jk is a solu­
tion of the transport equation with r jlo, and vice 
versa. Hence, to the extent that the odd part 
of the solution is unique, both r;lo and r;lo predict 
the same lattice thermal conductivity. This unique­
ness has not been proved. However, for it not to be 
unique, a solution to the homogeneous part of (2.21) 
when n;k = r;k with an odd part must exist. No 
such solution is known (the subject of solutions to 
the homogeneous part of the transport equation is 
discussed briefly in Sec. 6). 

4. PROOF OF (2.15): IMPERFECTIONS 

The perturbation describing the effect of imperfec­
tions is AH' = AT' + AV2 ; the proof of (2.15) with 
this perturbation proceeds through the same steps 
as the proof for AH' = AVa. It follows from (1.4) that 

I(al AT' + A V2 h)12 

= L. IC;_kI 2 N;(--/)[Nk('Y) + 1](al A;A! I'Y) 
;lo 

+ parts with AjAk or A~jA~lo' (4.1) 

With imperfections alone, (al TV I'Y) will be represented 
by (al L h). Using (1.5), (2.8), and (3.4), one obtains 

(al L h) = * ~ !c;_kI
2 

X {O,(tu.J; - tu.Jk + S(a) - E)[N;(a) + I]Nk (a) 

X [(a 1 A;A! h) - Oa'Y] 

+ lJ.(tu.J; - tu.Jk - S(a) + E)N;(a)[Nk(a) + 1] 

X [(a 1 A;Ak h) - Oa'Y]} 

+ parts proportional to o,(hWj + hWk. ±S(a) =r E). 

(4.2) 

The quantity of interest here is 

L(m\. == l.~ ~~ V ~ f(a)Nk·(a) i~ dE' ME') 

X (al Lm 1'Y)sC'Y)lz-z'+S(al' (4.3) 

Then, using arguments exactly analogous to those 
given to obtain (3.17)-(3.20), one can show that 

e-+O V-+co a 

X CmQ",EOl ..• C2Q~2ClQIElSIN"-N .. (al' (4.4) 

where 

(4.5) 

Q, == o.(w;, - wk,)[(N;; + I)Nki - Nj,(Nki + 1)], 
(4.6) 

and 

(4.7) 

the summation symbol in C i implies the simultaneous 
summation over the ii and k, in Qi, E" and Ci • 

With the aid of (1.13) it can be shown that 

lim lim (Nk,Q)o = (Nk·)o «Nk.)o + 1) 
E-+O v-co 

(4.8) 

and 

lim lim (Q)o = 0 . (4.9) 
e-O v-co 

Using these results-the product rule for differentia­
tion, and the fact that the average of a product of 
occupation numbers, unless two are from mode k', 
may be replaced in L (Oll k' by the product of their 
averages--one can rewrite (4.4) as 

L(m\. = lim lim VCm(Nk.Q",)OC",-l(EmQOl-l)o 
E-+O v_co 

X Cm - 2 ••• C1(E2QIMEl S). (4.10) 

It is readily demonstrated that 

(ElS) = V-l L. (OJ'; - ok.;)H~bj' (4.11) 
; 

From b j = -b j it is apparent that (ElS) changes 
under transformations of its free subscripts il and 
kl according to (this defines K ik) 

(4.12) 

Let K denote K ik ; then, it follows from (1.5), (4.5)­
(4.7), and (4.12) that 

C(E'Q)oK = (-I)V- l L. (0;,; - ok'j)~~~i2 
i 

x ~ ~ V IC;_kI 2 
OI(W; - wk)K;lo' (4.13) 

where factors of V and ~~ have been multiplied in 
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and divided out. Since (4.13) changes under trans­
formations of j' and k' according to (4.12), Eq. (4.13) 
not only determines the C, (E2Q,)0 in (4.10) correctly, 
but can also be used to evaluate the quantities 
C. (EH1Qi)0 for all values of i. Finally, by combining 
(4.5), (4.8), and (4.12), one can show that 

lim lim VC",(Nk,Q",)oK", 
t-tO y ..... CII) 

= -H;,2 2~;' L: ICk'_kmI2 a(Wk' - wkm)Kk'km' (4.14) 
f~ e .. 

The substitutions of (4.11), (4.13), and (4.14) into 
(4.10) yields 

X (-1) V-I L: (ak'i .. _. - ak .. im-.)~; .. -.~i:-. ~~ L: V ICim_._k __ .12a(Wim_. - Wk .. _,) 
im-t i .. -l 

X .. · 

X (-I)V- I L: (aiai> - akai.)~~.~i.2 :~ L: V ICt._l:.1
2 a(WI. - Wk.) 

it ,(" ,h 

X V-I L: (aid - 6l:d)4~~Ui' 
j 

The various parts of this can be regrouped to give 

L("')k' = (-I)"'V-I L: A"'k'/U/ , (4.16) 
I 

where 

Aw == ~i2 ~ ~ V ICi_k12 6(Wi - Wk)(aW - aU')~!,. 
(4.17) 

Comparing (4.16) with (2.15), one sees that (2.15) 
is indeed valid when the perturbation is AH' = 
AT' + A V2• In this case Q ik = r ik, and the transport 
equation (2.21) becomes 

[d(Ni)o/dT]Vi = 2~ ~ ICi_k1 2 a(Wi - wk)(ni - Uk), 

(4.18) 

where the factors of ~i2 and ~: cancel because of 
the Dirac a. Equation (4.18) has the same form as 
the corresponding Boltzmann equation from kinetic 
theory. IS 

5. PROOF OF (2.15): AH' = AT' + A V 2 + A Va 

In general, the perturbation to the harmonic 
Hamiltonian includes contributions both from an­
harmonic forces and from imperfections. Here, the 
additional information necessary to prove (2.15) 
when AH' = AT' + A V 2 + A V3 is given. 

Since AT' + A V 2 is a quadratic function of the 
creation and annihilation operators for phonons while 
AV3 is a cubic function, there are no states a and 'Y 
for which both (al AT' + A V2 I'Y) and (al A V3 I'Y) are 
nonzero; hence, 

'6 Compare (4.18) with Klemens (Ref. 8): Eqs. (4.3) and 
(5.6). 

(4.15) 

I(al AT' + A V2 + A V3 h)1 2 

= I(al AV3 1'Y)12 + (al AT' + AV2 1'Y)1 2
• (5.1) 

The use of this in definition (2.8) for (al W I'Y) yields 

(al TV I'Y) = (al (j h) + (al L I'Y), (5.2) 

where (al (j I'Y) and (al L I'Y) are given by (3.5) and 
(4.2). After taking into account the effect of the 
limits V ~ 00 and E ~ 0, one obtains 

W("') k' = lim lim V L: !(a)NIc,(a) 
E-O V-+O) a 

X (B",P ",Dm + C",Q",E",) '" (B2P2D2 + C2Q2E2) 

X (B,P,D, + C,Q,E,)SIN.-Ni(a) (5.3) 

where B",P mDm and CmQ",E", are given by (3.18)­
(3.20) and (4.5)-(4.7). 

Using (3.25) and (4.9), the product rule for dif­
ferentiation, and the fact that average of a product 
of occupation numbers in w<m) k' can be evaluated 
with (1.13), one can rewrite (5.3) formally as 

W("') k' = lim lim V [B ... (Nk,p m)o(D",+Cm(Nk,Q",)o(E",] 
e-tO v_co 

X [Bm-IP m-l)o(Dm-, + Cm-,Q",-l)o(Em - l ] 

X ... [B,P,)oD, + C,Q,)oE,]S, (5.4) 

Two typical terms in the expansion of this are 

VB",(Nk,P ",)oC"'-I(D",Q",_,)o 

X Bm - 2(Em-,P m-2)0 ... B ,(D2P,)o(D,S) (5.5a) 

and 

VCm(Ne,Q",)OC",-I(E",Qm-I)O 

X B",-2(Em- IP ",-2)0 .. , C,(D2Q,)(E,S). (5.5b) 
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To evaluate (5.4), B(E'P)o and C(D'Q)o must 
be calculated: It follows from (3.18), (3.19), (4.7), 
(3.23), (1.8), (3.28), and (3.31) that 

lim lim B(E'P)oJ 

this changes under transformations of j' and k' in 
the same way as K j •k• [see (4.12)]. It follows from 
(3.20), (4.5), (4.6), (4.12), and (1.5) that 

C(D'Q)oK = (-1) V-I L: (OJ'j + Ok'j + 0I'j)~~~i2 
j 

(5.7) 

this transforms under changes of j', k', and l' in the 
same way as J j • k • l • [see (3.28)]. Since (5.6) and (5.7) 
behave correctly under transformations of their free 
subscripts, Eqs. (5.6) and (5.7) can be used along 
with (3.30) and (4.13) to evaluate the quantities 

Bi (Ei+lP ,)O, C, (D H1Q,)O, Bi (Di+1Pi)O, 

and Ci (Ei+ 1Qi)O in the expansion of (5.4) for all 
values of i. Of course, (3.27), (3.33), (4.11), and (4.14) 
are necessary for the evaluation of the first and last 
parts of (5.4). By using these equations and re­
grouping parts as in the derivation of (3.35) and 
(4.16), it can be shown that the typical terms (5.5) 
can be written as 

(_I)mV- 1 L: {rAr ... rr}k'j Vj (5.8) 
j 

and 
(_I)mV- 1 L: {AAr ... rA}k'j Vj, (5.9) 

i 

where r and A are given by (3.36) and (4.17). By 
evaluating all of the terms in the expansion of (5.4) 
and combining them, one obtains 

w<m\. = (-1)"'V- 1 L: {r + A}mk ·; Vj, (5.10) 
j 

which has the form of (2.15). The transport equa­
tion (2.21) becomes 

[d(N;)o/d'11vj ,;" V-I L: {r;k + A;dnk' (5.11) 
k 

where the second member of this is sum of the 
second members from (3.37) and (4.18). Of course, 
r jk could be used here instead of r jk, so that (5.11) 
would have the same form as the analogous Boltz­
mann equation from kinetic theory. 

6. PROPERTmS OF THE SOLUTION FOR Kif 

Since the kinetic theory equations for Kif are the 
same as the 10weS~Ofder equations determined from 

the correlation function formula, those properties 
of the thermal conductivity deduced in the kinetic 
theory analysis also apply here. However, the explicit 
solution (2.18) for ni' makes the discussion of these 
properties particularly simple. To see this, transform 
Okl according to 

(6.1) 

where Ok! may represent either 1\1> r kl , Au, r kl + 
Au, or r kl + AkZ ' With this, Eqs. (2.14) and (2.18) 
can be combined to give 

lim lim Kif 

(6.2) 

Onsager's Relations 

As mentioned in Ref. 2, the correlation function 
formula for Kii is consistent with Onsager's rela­
tions, i.e., Kii is a symmetric tensor. If the approxi­
mation procedure used there to obtain the lowest 
order equations for K ij is valid for arbitrary inter­
action strengths A, the lowest order result (6.2) will 
also be such that Ki j = K ji

• That this is indeed 
true follows from the symmetric form of (6.2) and 
the fact that qk' r~k' and A~k are symmetric, i.e., 

(6.3) 

This latter symmetry is readily verified by using 
definitions (3.36), (3.38), and (4.17) and (6.1). 

Proof of (2.20) 

By using O~I and introducing the eigenfunctions 
8 k (a) and eigenvalues O(a) of O:k' condition (2.20) 
can be expressed as 

lim V-I L: {e- W8 hz(wzVz!lSz) 
8-+CO l 

where a labels the different eigenstates and the Ak(a) 
are the coefficients of the expansion of (WkVk/lSk) in a 
series of the eigenfunctions 8 k (a). Obviously, for 
condition (6.4) to be satisfied one must have either 
O(a) > 0 or Ak(a) = 0 for all a. The eigenvalues 
O(a) will be greater than or equal to zero if 

V- 2 L: fl~lhkhz ~ 0 (6.5) 
kl 

for every vector hk • The proof of (6.5) for 0:1 = 
r~, is given by Leibfried,16 and it is easily proved 

16 Leibfried, Ref. 9, pp. 307-309. Note that Leibfried's 
symmetric p .. ,1I' is equivalent to 4 kV-16..o'kk.6k' where 
k = (f, 8) and k' = (f', 8'). 
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for other choices for n~, by similar arguments. The 
requirement that Ak(a) = 0 if n(a) is equal to zero is 
equivalent to the condition that any solution (01'I'J1) 
to the homogeneous part of the transport equation 
(2.21) as modified by (6.1) be orthogonal to the 
modified inhomogeneous part (h/4kT2)(WkVk/0k). 

This latter condition has also been studied in 
kinetic theory.16 Note that the solution to the homo­
geneous equation which is interpreted in kinetic 
theory as a small uniform temperature increase has 
an analog here when n~, = r~, but not when n~l = 
r~/ 

7. DISCUSSION 

The equality of the thermal conductivities pre­
dicted here and by kinetic theory is not particularly 
surprising when one considers the basic equations 
used in the two approaches for treating the many­
body aspect of the problem. The equation used here 
is (2.2). If the °XE .,(a{3)'s in it had a-function 
singularities at E = 8(a) and no other singularities, 
and if a,-functions could be treated as Dirac a's, Eq. 
(2.2) could be integrated from E = - (Xl to E = + (Xl 

to yield 

EP,(a{3) - aaP = ; ~ ICal }..H' 11')1 2 

X o(8(a) - 8('Y»[P ,hm - P ,(a{3)] , (7.1) 

where P,(a{3) = (h/27r) JdE °XE .,(a{3). It follows 
from the discussion in Ref. 2 that to lowest order 
in}.. the quantity P,(a{3) defined above is the Laplace 
transform of the probability of a transition from 
state (3 to state a in time t,17 that is, 

17 This follows from the definition of 0XE.,(afJ) given in 
Ref. 2 below (4.1) and from Ref. 2: (2.5), (2.17a), and (2.18). 
Note that P,(afJ) is the lowest order part of the quantity 
2,(afJfJa). 

where P,(a{3) = ICal exp (-iHt/h) 1(3)1 2
• It is now 

obvious that (7.1) has the form of the Laplace trans­
form of the Pauli equation18 

ap~~a(3) =~7r L ICal }..H' h)12 

l' 

X a(8(a) - 8('Y»[PeC-y{3) - P,(a{3)]. (7.3) 

The arguments used in kinetic theory to calculate 
the rate of change of the number of phonons per 
mode due to collisions are equivalent to assuming 
the Pauli equation, which may be considered as the 
basic many-body equation of the kinetic-theory der­
ivation. Thus, although the presumptions made to 
obtain (7.1) from (2.2) would be very difficult to 
justify, the above considerations do illustrate the 
essential similarity in the structures of the many­
body equations of the two approaches. 

It is apparent from their derivation in Ref. 2 and 
Secs. 2-5 that the transport equations (3.37), (4.18), 
and (5.11) are direct consequences of the correlation 
function formula, the choice of the Hamiltonian, and 
the decision to consider the limiting value of the 
thermal conductivity to lowest order in }... The many 
additional assumptions used in previous derivations 
are now seen to be unnecessary. The present work 
thus establishes the theory of lattice thermal con­
ductivity on a firmer theoretical foundation as well 
as facilitating the unambiguous generalization to 
higher orders in }...19 
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In the framework of the Haag-Ruelle collision theory one-particle singularities are proved to exist 
in the physical region of any connected scattering amplitude. They occur with the causal propagator 
(p2 - m2 + iE)-l in the dominant term and have a residue, which factors into the product of two 
connected amplitudes for subprocesses. The remainder of the amplitude is infinitely often differ­
entiable in the critical variable. These results rely essentially on short-range forces and the one-particle 
spectrum, but neither depend on analyticity nor on unitarity. 

I. INTRODUCTION 

I N any reasonable framework of relativistic quan­
tum mechanics l one expects all stable elementary 

and bound massive particles to appear as poles 
in the physical region of the connected scattering 
amplitudes (Pl'" p0;:,t I ql .,. qi:? for m, n ;::: 3. 

The existence of one-particle singularities in many­
body amplitudes is implied by the experimental 
feasibility of successive reactions with a large time­
like separation. For instance in a three-body reac­
tion P4 + P6 + P6 ~ Pl + P2 + pa, some singularity 
should occur for W(Pl) + W(P2) - W(P4) = W(Pl + 
P2 - P4), where two successive two-body reactions 
P6 + P6 ~ Pa + P and P4 + P ~ Pl + P2 are kin­
ematically possible. In a macroscopic space-time 
description the dominant rescattering term should 
appear most clearly in processes where no causal 
relation exists between the noninteracting particles, 
as illustrated in Fig. 1. Here particles 5 and 6 interact 
first, with 4 remaining in large spacelike separation. 
Then one outgoing particle interacts with 4 to give 
1 and 2, while 3 passes in a large distance from their 
interaction region. Particles 3 and 4 are causally 
independent in the sense that, while 4 is still in 

3 

FIG. 1. Causal Independence . 

... Research supported by the National Science Foundation. 
1 R. Jost, Proceedings oj the Sienna International Conference 

on Elementary Particles, Bologna (1963). 

large spacelike separation to 5 and 6 "before they 
interact" (asymptotically, as specified in Sec. 2) and 
while 3 is far spacelike from the H region of emer­
gence" of 1 and 2, the separation between 3 and 4 
is large and spacelike. 

By translating the intersection of the wave packets 
!t, !2, !4 of particles 1, 2, 4 in x space along the 
classical orbit of the possible real intermediate par­
ticle, the dominant contribution 

~ 5: = J ~~ <Jd;ut I J4pin?<Japout I Js!!n)T 

3 . 6 (1.1) 

should be obtained in the limit t ~ + ex> faster 
than any power of t in a theory of short-range forces. 
The amplitude should converge rapidly to zero for 
t ~ - ex> , since no real intermediate particle of 
negative energy can be exchanged. In momentum 
space the rapid convergence of <JU~!o;t I J!JsP:? 
for t ~ ± ex> implies that the connected three-body 
amplitude has the following one-particle structure 
with respect to (Pl + P2 - P4)2 ::::::: m2: 

(PlP2P~ut I P4PSp!n? = (P1P2P~ut I P4PSp!n):rr 

+ lim [(Pl + P2 - P4)2 - m2 + iEr1 
.10 

(1.2) 

where the first term on the right-hand side is smooth 
in the variable W(P1) + W(P2) - W(P4) - W(P1 + 
P2 - P4). 

This one-particle structure is well known from 
perturbation theory, and the causal nature of the 
propagator (p2 - m2 + iE) -1 has been elucidated 
by the discussions of Stueckelberg,2 Feynman,3 and 

2 E. C. G. Stueckelberg and D. Rivier, Helv. Phys. Acta 
23, 215 (1950). 

3 R. P. Feynman, Phys. Rev. 76, 749, 769 (1949). 

1762 
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especially by Fierz.' The structure analysis of the 
truncated time-ordered distributions (f'(Pl,' . " Pn»~ 
in quantum field theorys has revealed one-particle 
singularities in any cross energy q2 = (L: Pi - L: p;)2, 
with the residue factorizing into the product of time­
ordered distributions with the causal propagator and 
the regularity of the remainder in qO - w(q). Al­
though II (p~ - m2) (r(Pl, •.• -Pn»~ can be 
shown 6 to be regular around the origin in p~ -
W(Pi), 1 :::; i :::; n, and gives restricted to the mass 
shell the connected scattering amplitudes, the sin­
gularity structure of these Green's functions uni­
formly in all p~ - W(Pi) and in any cross energy q' 
has not been determined from general principles. 

In analytic S-matrix theory the one-particle struc­
ture is of great importance. Arguments of various 
generality7,8 have been given to derive (1.2) from 
unitarity and from a Landau-type singularity struc­
ture of the connected scattering amplitudes at the 
critical points. It can be understood entirely in 
terms of mass shell quantitites that only the prop­
agator (q2 - m2 + if) -1 is consistent with macro­
scopic causality.9-11 

We shall derive in the framework of the Haag­
Ruelle collision theory12,13 that the connected many­
body amplitudes have physical region singularities 
of the type (1.2) in any cross energy q2, with the 
remainder being C= in the critical variable qO - w(q). 
The proof holds for causally independent scattering 
configurations and uses neither analyticity nor uni­
tarity (in the sense of asymptotic completeness). 
Essential is the existence of massive one-particle 
states created from the vacuum by almost local 
fields, whose truncated vacuum expectation values 
(VEV) decrease strongly in spacelike directions, as 
it is characteristic for a theory with short-range 
interactions. 

In Sec. 2 the one-particle singularities of the 
three-body scattering amplitude will be investigated 
as well as the generalization to many-body am­
plitudes. In the concluding Sec. 3, we shall discuss 

4 M. Fierz Helv. Phys. Acta 23, 731 (1950). 
Ii W. Zim~ermann, Nuovo Cimento 13, 503 (1959); 16, 

690 (1960). 
6 K. Hepp, Commun. Math. Phys. 1,95 (1965). 
7 D. 1. Olive, Phys. Rev. 135, B745 (1964). . 
8 H. P. Stapp, Lectures on An~lytic S-MatT7c Th~ory 

Matscience Report 26, The InstItute of Mathematlcal 
Sciences, Madras (1964). . . 

9 D. Iagolnitzer (preprmt). S-MatrlX Theory and Double 
Scattering, preprint, C. ~. N. Sac]ay, 1964. 

10 H P Stapp (preprmt). 
11 R~ce~tly G. Wanders JHe~v. P~ys. Actll: 38, 142 (1965)] 

has given a particularly IUCld dlSc,!sslon of this .fact, based on 
asymptotic causality and assummg the dommance of the 
rescattering term. 

12 R. Haag, Phys. Rev. 112, 669 (1958). 
18 D. Ruelle, Helv. Phys. Acta 35, 147 (1962). 

the connection of these results with other timelike 
cluster properties of the S matrix14 and with the 
work of Goldberger, Watson, and Froissares on a. 
coarse-grained space-time structure in S-matrix 
theories. 

n. ONE-PARTICLE SINGULARITms 

Sacrificing generality for clarity we shall study 
in this section the one-particle structure of the three­
body amplitude in a theory of only one kind of 
scalar particle of mass m > O. The necessary mod­
ifications for more general particle spectra and for 
many-body amplitudes will become clear in the 
discussion. 

We assume that the mass spectrum consists of 
the nondegenerated eigenvalue 0 corresponding to 
the vacuum Q, then m > 0 corresponding to the 
one-particle space .s)l and a continuum starting 
at 2m. A neutral scalar field l6 A(x) is assumed to 
satisfy (<1>, A (x )Q) -,= 0 for all <I> E .s)l' A (x) need 
not be local, but only almost local in the sense 
that the VEV (A(Xl) '" [A (xm), A (Xm+l)] '" 
A(xn»o should decrease rapidly for (xm - X m +l)2 ~ 
- OJ, belonging (as tempered distributions17 in the 
variables ~i = Xi - XHI, 1 :::; i :::; n - 1) to eo 
in ~m for I~~I < ol~ml, with 0 < 0 < 1 and 1 :::; 
m < n - 1. Almost locality and the mass spectrum 
conditions allow the construction of scattering states 
and an S matrix by the Haag-Ruelle theorem. 12

,13 

It is not necessary to assume asymptotic com­
pleteness (unitarity). 

Let us discuss a three-body process P. + ps + 
P6 ~ PI + P2 + P3 around W(Pl) + W(P2) - w(P.) = 
W(PI + P2 - P4), for convenience in the rest frame 
PI + P2 - P4 = O. In order to approximate the 
scattering amplitude uniformly in terms of VEV 
of products of almost-local fields and to guarantee 
the causal independence of particles 3 and 4, we 
impose the following kinematical restrictions on 
PI, ... , P6. 

(a) Uniformly nonoverlapping velocities Vi = 
PiW(Pi)-l: VI -,= V2, VI -,= AV3 -,= V2 for all A ~ 0, 
Vs -,= V6, Vs -,= p.V4 -,= V6 for all - OJ < p. < + OJ j 

(b) causal independence: 
The intersection P (see Fig. 1) of the foreward 
light cone from 0 with the line {(t, 0) + PP4, pERI} 

14 E. H. Wichmann, J. H. Crichton, Phys. Rev. 132,2788 
(1963). 

Ii M. L. Goldberger, K. M. Watson, Phys. Rev. 127,2284 
(1962); M. Froissart, M. L. Goldberger, K. M. Watson, Phys. 
Rev. 131, 2820 (1963). 

16 A. S. Wightman, Phys. Rev. 101, 860 (1956). 
17 L. Schwartz, Theorie des distributions (Paris, 1957/59), 

Vols. I, II. 



                                                                                                                                    

1764 KLAUS HEPP 

and the intersection Q of the backward light cone 
from (t, 0) with {PPa, pERI} should determine a 
spacelike segment [PQ] for t > 0 (we shall denote 
segments by enclosing the endpoints in brackets). 
Then the three-body amplitude satisfies the fol­
lowing tirnelike cluster decomposition property. 

Theorem. Let PI, ... , P6 be some three-body 
scattering configuration satisfying (a) and (b). Let 

T(t) - f rra 
dq. j*( ) rr6 dq. j ( ) - .-1 2w. • q. .-4 2w. i qi 

all U.(Pi) C G and that (ql + q2 - q4), (qs + 
q6 - qa) E G for all q. E U.(P.). Then T(t) is the 
limit s = u = V ---? + co of some 

F(s, u, v, t) = c/ f dq IT J~(q.) exp [-i(q~ - Wi) 

X (s + t)]h(qa) exp [-i(q~ - wa)(u + t)] 
6 

X J4(q4) exp [-i(q~ - W4)V] rr Ji(qi) 
i=5 

X exp [ -i(q~ - Wi)S] exp [ -i(wl + W2 - W. - w)t] 

X (A(ql)A(q2)A(qa)A( -q.)A( -qs)A( -q6»~' (2.5) 

(2.1) One sees from Fig. 1 that for PI, ... , P6 satisfying 

Then there exists an E = E(PI, 
that for all J. E :n(U.(P.», 

> 0 such 
(a) and (b) there exist 1/1 > 0, 1/2, 1/a < 1/1 such that ... , P6) 
the points 

T(t) - f ~~ <1d;ut I j.qin? 

X (qJ;ut I JsJ~n)T = o(IWOO) (2.2) 

for t ---? + co and T(t) = o(IW-) for t ---? - co. The 
one-particle irreducible amplitude with respect to 
(ql + q2 - q4)2 = q2 

<qlq2q~ut I q4qsq!n)T - lim (q2 - m2 + ie)-I 
dO 

is C- in WI + W2 - W4 - w in a neighborhood of the 
origin, when integrated over the remaining vari­
ables with test functions of sufficiently small sup­
port around PI, .. ' , P6' 

Notation. :n(U.(Pi» is the spacel7 of C- wave­
functions 1. with support in {q: Iq - Pil < e} 
and o(IW-) denotes o(Jtl-N

), N > 0 arbitrary, and 
w. = w(q.), w = w(ql + q2 - q4)' 

Proof. We use similar majorizations as in the 
derivation of the Haag-Ruelle theorem12 ,la and of 
the reduction formulas of Lehmann, Symanzik and 
Zimmermann. By assumption one has (q/ A(x)n) = 
a-I (2'IIT2 exp [i(wxO - qx)] ;t. O. Let G = {q: qO > 0, 
o < l < 4m2

} and for J E S(G) define A(f, t)* = 
a f dqA( -q)J(q) exp riel - w)t]. Then the con­
nected scattering amplitudes are given by 

<11 .,. J;,.ut I Jm+l ... J~n) T 

= ~~~ (IT A(tl' s) .J11 A(f., -s)* >:' (2.4) 

with J.(q) = J.(w, q). 
Consider t ;::: O. We choose E > 0 so small that 

PI = (1 + 1/1, 1/IPIW(PI)-l), 

P2 = (1 + 1/1, lhP2W(P2t l) , 

P a = (1 + 712, (1 + 712)PaW(Pat l) , 

P4 = (-71a, -(1 + 71a)P4W(P4)-I), 

P s = (-7111 -71IP5W(P5t l), 

P e = (-7111 -71IP6W(pe)-I). (2.6) 

determine spacelike intervals [PIP2], [PlPa], [P2P a], 
[P4P 5], [P4P 6], [PoPe]' [PaP4]. We shall prove (2.1) 
by showing that for sufficiently small E > 0 and 
for all J. E :n(U.(P.» one has in the limit t ---? co 

T(t) - F(71lt, 712t, 1/at, t) = o(/WOO) (2.7) 

and 

F(71lt, 1/2t, 1/at, t) - f ~ <1d;ut I j~qin)T 

X <1aqout I J5J!n? = o(IWOO). (2.8) 

By the asymptotic condition one obtains the esti­
mate 

IT(l) - F(71l t, 71l t, 71l t , t)/ =::; f~1 dsl:s F(s, s, s, t)1, 

(2.9) 

and the right-hand side is o(ltl--), if one can show 
that there exists an M < co, such that for all N > 0 

/(d/ds)F(s, s, s, t)/ < e(1 + s)-N(1 + t)M (2.10) 

uniformly for all t ;::: 0, s ;::: 71lt with e = e(1/I' N) < 
co. Since Ji E :neG), the terms in (d/ds)F(s, s, s, t) 
vanish, where d/ds operates on exp [-i(q~ - w.)s], 
i = 1, 6. Let us consider the contribution from 
(d/ds) exp [-i(q~ - wa)s], where for the same reason 
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one can replace the VEV (A (ql) ..• A ( - q6) ) ~ in for all 
(2.5) by 

(.1(qJ[.1(q2)' .1(qa)] ... .1(-q6»~ 

The first tempered distribution has in x-space the 
global representation15 (using translation invariance) 

R 5 

L: Dr II (1 + liM2tTr(~I' ... '~5) (2.11) 
,,"1 i=1 

and (using almost locality) in {I~~I < OI~21, 0 < 
o < 1 fixed} for any integer L > 0 as 
8(L) 

L: D •. L II (1 + IIM2)K 
.=1 i~2 

X (1 + 11~2WrLT •. L(~I' ... '~5)' (2.12) 

Here II~.W = L:~-o (~D2. The integers R, K depend 
only on the order of ( ... )~, while S(L) increases 
with L. Dr and D •. L are differential monomials 
in the a/at and T" T •. L are bounded continuous 
functions. The distribution (A(x1)[A(X2), A(xa)] •.• 
A (X6»~ is integrated over the test function 

f(x, s, t) = - (2i~612 J dq(q~ - wa) t1 J~(q.) 
X exp {-i[(q~ - w.)(s + t) - q.x.] I 

6 

X exp {-i(WI + W2 - W4 - w)t} II ];(q.) 
i=4 

X exp {-i[(q~ - w.)s + q.x.]}, (2.13) 

whose essential support in x-space varies with s 
and t. Obviously Drf and D •. d are of the type 
(2.13), while for any polynomial P in the x! Pf 
can be represented by a finite sum L: fm.nsmt with 
fm.,,(x, s, t) as in (2.13). Using (2.11) and (2.12) 
one sees after partial integration that it is sufficient 
to show that every f(x, s, t) of the type (2.13) 
satisfies 

sup If(x, s, t)1 < cN(1 + Isl)-N, (2.14) 
11~,OI~oH,11 

i = 1,2,4, (2.16) 

(2.17) 

f(x, s, TS) decreases uniformly stronger than any 
power of (S2 + x~) or (S2 + x~), respectively, with 
bounds depending continuously on T. For 1]1 > 0 
fixed satisfying (2.6), there exists and E = E(Pl' .,. , 
P6) > 0 such that the distance between 

{q2W;1 + (ql + q2 - q4)TW -1: q. E U2.(P.)} 

and 

exceeds some 1] > 0 for all 0 ::; T ::; 71~t, since 
PI, ... , P6 were chosen to satisfy (a) and (b). 
Then the essential supports of f(x, s, TS) in X2, Xa, 
where neither (2.16) nor (2.17) holds, separate lin­
early in S in spacelike direction, uniformly for 0 ::; 
T ::; 1]~1. This proves (2.14) and (2.15) for a suffi­
ciently large 0 < 1, and one obtains (2.10), since 
the other terms in (d/ds)F(s, s, s, t) behave similarly. 

It follows by the same majorizations that 

1F(711 t, 711 t , 711 t , t) - F(711t, 712t, 71a t , t)1 

1'" I d I ::; "I du du F(711 t, u, 711 t , t) 

1,,' I d 1-00 + .,1 dv dv F(TJl t, 712 t , v, t) = o(ltl ) (2.18) 

for sufficiently small E > o. There exists an E > 0, 
for which the essential supports of the wave packets 
of particles 3 and 4 in F(711t, 712t, 71at, t) separate 
linearly in t in spacelike direction. Therefore by 
almost-locality, F(711t, 712t, 71at, t) equals up to o(ltl-~) 

(ft A(fi. 711t)A(f4' -(1 + TJa)t)* 

(2.19) 

sup 1(1 + 11~2In-!Nf(x, s, t)1 < cN(1 + Isl)-N, where a factor exp [-i(q~ + q~ - q~ - w)t] has 
1I~,OIS;o!~,,, been dropped, since 

(2.15) 

where for all N > 0 CN < CXl uniformly for all 
s ~ 711t ~ o. 

With t = TS, 0 ::; T ::; 71~t, it follows from (2.13) 
by partial integration that f(x, s, TS) decreases uni­
formly faster than any power of [x~ - (1 + T)Srt, 
i = 2, 3, and is bounded in the other variables. 
In the set of x2 , Xa, for which 

X2 ~ [Q2W;1 + (Ql + Q2 - Q4)TW -1]S 

is a one-particle state with a t-dependent wave­
function Ja56(t) E :D(R3). One sees easily that 

IIA(f4' - (1 + 71a)t)* IJa56(t» - ain(j4)* I Ja56(t» II 

1_(1+,,)· II d • II 
::; -00 ds ds A(f4, s)* If356(t» 

= o(IWOO) for t -t + CXl. (2.20) 
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Then up to o(ltl-
m

), one can replace in (2.19) A(f4, 
-(1 + 71a)t)* by a in(J4)* and A(fl, 71lt)A(f2, 71lt) by 
aout (Jl)aout (J2)' Since ain(J4)aout(J2)*aout(Jl)*n is a 
one-particle state with !421 being em and of compact 
support around 0, (/421 I !a56(t»0 converges faster 
than any power of t to 

< IT aout(J.)ain(/4)*aout(fa) n ain(J;)* ) : 

= J ~ (/d~ut I ! 4qin)T(/aqout I !6!!n)T, (2.21) 

using 

El = J ~ Iq)(ql 

for the projector on ~1 and the restrictions on the 
supports of the wavefunctions. 

One remarks that only the weaker assumption 
X, JI. ~ 1 in the nonoverlap condition (a) has been 
used to derive (2.2). For the proof of T(t) = o(ltl-

m
) 

for t ~ - (X) and of the regularity of the one-par­
ticle reduced amplitude the slightly stronger as­
sumption (a) has been made. 

For t :::; 0 we consider 

G(8, t) = c/ J dq g J~(q;) 
6 

X exp [-i(q~ - "';)8] II !;(q;) exp [-i(q~ - "';)8] 
i-4 

X exp [-i("'1 + "'2 - "'4 - ",)t](A(ql) ... 1( -q6»~' 

(2.22) 

which gives T(t) in the limit 8 ~ + 00 • .Ai3 before, 
one can show that for any 714 > 0 there exists an 
E > 0 such that for all J, E :D(U.(p;» 

IG(-714t, t) - T(t) I = o(IW"') for t~ -(X). (2.23) 

For sufficiently small E, 714 > 0 the essential sup­
ports of the wavefunctions of particles 1, 2, 4 in 
G( -714t, t) are spacelike to those of 3,5,6 separating 
linearly in Itl. Again, by almost locality t~e VEV 
in G(-714t, t) can be replaced by (A(qa)A(-q5)' 
A( -q6)A(ql)A(q2)A( -q4»~' which vanishes by the 
support conditions on the {j.}. Therefore T(t) is 
o(IWm) for t ~ - 00. 

It follows from these considerations that 

X exp [-i("'1 + "'2 - "'4 - ",)t] 

"'1 + "'2 - "'4 + '" 
X [(ql + q2 - q4)2 - m2]<qlq2q~ut I q4q6q~n? (2.24) 

belongs to S(Rl) in the variable t. By the kinematical 
assumptions B("'1 + "'2 - "'4 - ",)/Bq, ¢ 0 for at 
least one q; in the support of !~ @ ... @ !6' In­
troducing "'1 + "'2 - "'4 - '" as a new variable 
(2.24) implies17 that [(ql + q2 - q4)2 - m2] X 
(QlQ2qaout I Q4Q5Q~n)T is em in "'1 + "'2 - "'4 - "', 
when integrated over the remaining variables with 
test functions satisfying the conditions of the theo­
rem. Finally the regularity of the one-particle ir­
reducible amplitude (2.3) follows in the same way 
from the strong decrease of the piecewise em func­
tion T(t) - O(t)T( + (0) at t ~ ± 00. 

The theorem can be generalized to more com­
plicated mass spectra and spins, if the one-particle 
space of the real intermediate particle lies nonde­
generated outside of the mass continuum in the 
corresponding sector of the total Hilbert space. 
Furthermore, one-particle singularities can be ex­
hibited in any connected many-body amplitude for 
scattering configurations which are uniformly non­
overlapping and where the incoming particles, which 
do not interact in the first collision, are causally 
independent of the outgoing particles not taking 
part in the second interaction. 

m. CONCLUSION 

The majorizations in the last section give a rig­
orous asymptotic meaning to space-time diagrams 
for certain many-body processes in almost local 
quantum field theory. Similar to the fact that the 
spatial cluster decomposition properties18 of the S 
matrix display an o(lal-=) law for large spacelike 
translations lal of uniformly nonoverlapping wave 
packets, the rescattering limit is attained as o(ltl-=) 
for scattering configurations, which involve dominant 
large spacelike separations. 

Goldberger and Watson15 have discussed the no­
tion of a "time interval" in S-matrix theory. They 
postulate as a general property of relativistic quan­
tum mechanics the factorization 

(3.1) 

of the scattering amplitude describing n successive 
interactions if all the time intervals between the 
collisions tend to infinity. In the spirit of the theorem 
in Sec. 2 one can prove that (3.1) holds for causally 

18 K. Hepp, Helv. Phys. Acta 37.659 (1964). 
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independent scattering configurations, e.g., as graph­
ically shown in Fig. 2 .The limit 

J ~!;- (/d;ut I J6pin)T 
p q 

X (/aJ4pout I Aqin) T (/sqout I JsJ!n) T 

is attained faster than any power of t for t ~ + co. 

Certain timelike cluster decomposition properties14 

connected with the vacuum structure of the S matrix 
can also be derived, e.g., for the process characterized 
in Fig. 3. One chooses wave packets {Ji} centered 
around Pi with PI + P2 = P5 + P6, Pa + P4 = 
P7 + ps, such that the two independent two-body 
scatterings in Fig. 3 are kinematically possible. If 
for all qi E supp l ql + q2 - qs - qa E U.(o), 
E > 0 sufficiently small, q~ = Wi, then by the spectral 
condition no real intermediate particle can be ex­
changed. If the wave packets {Ji} are uniformly 
nonoverlapping for all time translations 

J:(q) = Ji(q) exp (iwt), i = 1, 2, 5, 6, t ~ 0, 

FIG. 2. Multiple Scattering. 

6 

FIG. 3. Timelike Vacuum Structure. 

and if the particles 3, 4 are causally independent 
of 5, 6, then one can show as before that 

lim (/U;laJ:ut I J;JUd~n) 

is reached faster than any power of t. 
These results illustrate that the S matrix in a 

relativistic almost local quantum field theory or 
in the Haag-Araki framework of local observables19 

displays much of the vacuum and one-particle struc­
ture, which one expects from physical common sense. 
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Several geometric remarks on the foundations of quantum mechanics are presented. For example, 
quantum phase space is the tangent bundle to quantum configuration space. 

1. INTRODUCTION 

HERE I wish to point out several curious facts 
concerning the geometric properties of clas­

sical and quantum phase space. The first remark 
is that there is a way to prolong a classical observable 
to a quantum one. (However, this does not resolve 
the difficulties, pointed out most clearly by Van 
Hove,l concerning the quantization of classical sys­
tems whose Lagrangian is not of the simple type 
occurring in Newtonian particle dynamics.) The 
second remark is that the quantum phase space 
may be considered as the cotangent bundle to the 
quantum configuration space, just as the classical 
phase space may be identified with the cotangent 
bundle of configuration space, and that there is a 
2-differential form on quantum phase space that 
plays the same role as the form dp /\ dq (p = mo­
mentum coordinate, q = position coordinate) does 
in classical mechanics. 

2. QUANTUM AND CLASSICAL PHASE 
SPACE AND OBSERVABLES 

We will work with the Hamiltonian viewpoint. 
For notational simplicity, we will consider a one­
dimensional configuration space. Configuration and 
momentum space will be assigned to the vari­
ables q and p, respectively. Classical phase space 
II is then the space of variables p, q. A classical 
observable is a real-valued function on II. We will 
denote the ring of C~ real-valued functions on II 
by F(ll), and again merely for the sake of notational 
simplicity, will deal with observables that are in 
F(II). The Poisson bracket 

at fJg at ag 
(t, g) ~ It, g} = fJp fJq - aq ap 

makes F(ll) into a Lie algebra. Let w be the 2-
differential form dq /\ dp. For fixed t E F(ll), the 
map g ~ X,(g) = It, gl is a derivation of the ring 

* Work performed in part under the auspices of the U. S. 
Atomic Energy Commission. 

1 L. Van Hove, Acad. Roy. Belg. Classe Sci. Mem. 261 
1 (1951). 

of functions, i.e. Xr(glg2) = X,(G 1)g2 + glX,(g2). 
By the general principles of differential geometry, 
X, then defines a vector field on P, which generates 
(modulo certain global problems that we will ignore) 
a one-parameter transformation group on II whose 
orbits are the integral curves of X,. Alternately, 
the orbits of this group are the solutions of the 
Hamilton equations with Hamiltonian t, namely; 

dqldt = aflap; dpldt = -aflaq. 

This one-parameter transformation group consists 
of canonical transformations, i.e., transformations of 
II that preserve the form w. Conversely, any one­
parameter group of canonical transformations arises 
in this way from a function on II. (If II is a general 
manifold, one must specify that the first Betti num­
ber of II be zero for this to be true.) The Lie algebras 
of the group of canonical transformations may be 
considered as the subalgebras of the Lie algebra of 
all vector fields on II consisting of those for which 
the Lie derivative of w is zero. The set of all vector 
fields is an (infinite-dimensional) Lie algebra with 
respect to the Jacobi bracket operation (X, Y) ~ 
[X, Y]. Thus, the map t ~ X, is a homomorphism 
of the Lie algebra defined by Poisson bracket onto 
the Lie algebra of the canonical group, with kernel 
the constant functions. As Van Hove points out,l 
quantum mechanics is concerned with representa­
tions of various subalgebras of the Lie algebra 
structure on F(II) in which the constant functions 
are not in the kernel. 

Turn to the quantum mechanical system based 
on the classical one. According to the standard 
ideas, we construct the Hilbert space H of all square­
integrable functions, say q ~ if;(q), on configuration 
space, with the inner product 

Let S be the unit sphere in H, i.e., the set of if; E H 
with !!if;!! = 1. !!if;!! is the associated norm, namely 
(if;, if;)'. The multiplicative group () ~ ei8 of complex 

1768 
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numbers of absolute value one acts on S (i.e., if; 
goes into ei 0if;) , and the quantum phase space ft 
is the" quotient" of S by this group, i.e., the space 
of orbits. Alternately, of course, one may consider 
ft is the projective space of H, namely the set of 
all one-dimensional linear subspaces. 

A given if; E S that is, let us say, continuous, 
may be given by its polar decomposition 

if;(q) = [P(q)]te is <o)/h. 

P(q) is the density for a probability measure on 
configuration space, namely P(q)dq. Then, we may 
also consider ft as the set of all pairs (P, S) of 
real-valued functions on configuration space, with 
P(q) 2: 0; f P(q)dq = 1. Strictly speaking, two S's 
that differ by a constant must be identified, and 
this only gives a dense subset of the phase space 
defined from the entire Hilbert space, but we will 
not make this distinction in our notations. (This 
material is discussed in more detail in the recent 
book by G. W. Mackey2.) 

Now a classical observable is just a real-valued , . 
function on IT. We have seen how the functlOns, 
modulo the constants, may be associated with the 
infinitesimal generators, i.e., the Lie algebra, of the 
basic group of classical mechanics, namely the 
canonical group. From the standard point of view, 
the basic group of quantum mechanics is the group 
of all unitary transformations of H. An infinitesimal 
generator of a one-parameter group of unitary trans­
formations is a self-adjoint linear operator, say A, 
defined on a dense dimension D(A) in H. 

A self-adjoint operator A defines a real-valued 
function on ft, or at least on a dense subset, namely 

is real-valued, and, for if; E S, is invariant u~der 
the group action on S, hence passes to the quotlent 
to define a real-valued function on it. This suggests 
that we consider the "quantum observables" to 
be the set of real-valued functions on ft. Notice, 
however, that the functions fA defined by self-adjoint 
operators do not exhaust all such functions, for 
example, the product f Af B will not necessarily be 
an adjoint operator. 

This has all been review; now we come to the 
point, namely asking whether a classic.al observable 
may be considered as a quantum one, l.e., as a real­
valued function on ft. Suppose then that ~ E ~(ll). 
We can now extend f to give a function f on IT by 
the formula 

2 G. W. Mackey, The Mathematical Foundations of Quantum 
Mechanics (W. A. Benjamin, Inc., New York, 1963). 

](p, S) = J f(q, as/aq)p(q) dq. 

We can now embed IT in ft so that J appears as an 
extension of f. Namely, associate with each point 
(qo, Po) E IT the element (P, S) Eft, where: 

P(q) = 00 • (q), 

i.e., P is the Dirac delta function concentrated at qo; 

Seq) = poq, 

i.e., S is "plane wave" in configuration space with 
"momentum" Po. 
With this choice of P and S, 

J(P, S) = J f(q, Po) 00 • dq = f(Po, qo), 

i.e., J restricted to IT is just f. Of course, this way 
of identifying IT with a subset of ft is not strictl~ 
consistent with the Hilbert-space definition of IT 
since oi exp (iPoq/h) cannot, in any reasonable o. • 
way, be identified with an element of the HIlbert 
space. However, we shall not go into this point, 
beyond remarking that this fits in with other in­
dications that the standard Hilbert-space framework 
is not really adequate for quantum mechanics. 

We may ask: For which f E F(ll) is there a self­
adjoint operator A such that J = fA? We do not 
have a definitive answer for this, but shall proceed 
to certain examples. 

(a) f is a function of q alone. A be the operator 
if; ~ fl/;, i.e., multiplication by f. Then, for if; = 
(pieiSlh) 

J A(if;)l/i dq = J f(q)P(q) dq = J(P, S), 

i.e., J = fA. 

(b) Let A = ci(a/aq), with c a real constant, 
defined as usual as a self-adjoint operator 

(A(if;), if;) = ci J :q (PeiSlh)i(Pe-iSlh)i dq 

- . J [.! ap + P f as] d 
- C1, 2 aq h aq q 

c J as 
= -"h aq P(q) dq. 

If c = -h, f = p, then fA = J, i.e., momentum p 
corresponds to -hi a/aq. 

Thus, (a) and (b) give the usual quantitization 
rules for the position and momentum observables. 

(c) Let A = a2/aq2. 
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J ii IA(1/I) = (A (1/1) , 1/1) = aq2 (1/1), 1// dq 

J a a 
- aq (1/1) aq (1//) dq 

-J ( 1 aP iSlA + 1.1. as) 
2(p)1 aq e 4. Y' aq 

x ( 1 ap -iSlA _ !. 1// as) d 
\2(p)1 aq e h aq q 

J [ 1 (ap) 
2 

1 (as)' ] - 4P aq + h2 aq P(q) dq. 

Put I(p, q) = p2, i.e., I is the Hamiltonian for a 
free particle. Then 

IA(1/I) = -h-2J(P, q) 

1 J a a - 4 aq (log P) aq (log P)P(q) dq. 

Thus, when we take the classical observable to be 
quadratic in momentum, we see the usual difficulties 
in "quantizing" a classical system reappear. How­
ever, it might be interesting to investigate the 
physical meaning of the deviation term, which can 
also be written as 

1 J a2 

4 aq' (log P)P log P(q) dq. 

Here we make contact with certain well-known 
speculations by Bohm3 into a possible "causal" ap­
proach to quantum mechanics. An additional point 
of interest is that 

I P(q) log P(q) dq 

is the entropy of the probability distribution. If P 
is a Gaussian distribution, then (a 2 jaq2) (log P) is 
a constant, hence the deviation is essentially the 
entropy. 

3. QUANTUM PHASE SPACE AS THE 
COTANGENT BUNDLE OF CONFIGURATION 

SPACE. 

If the configuration space of a classical problem 
is a manifold M, then (from the Hamiltonian point 
of view) "phase space" is its cotangent bundle.2 

(From the Lagrangian viewpoint, the tangent bundle 
is the phase space.) If q is a point of M, a tangent 
vector is an eigenvalence class of curves passing 
through q, with two curves identified if they have 
a first-order contact at q. M., the tangent space at 
q, is the set of tangent vectors. It can be made into 

8 D. Bohm, Phys. Rev. 65 166 (1952). 

a vector space; the cotangent space, M~, is the 
dual space of M •. The cotangent bundle is then the 
union of the M~, where q ranges over M. We denote 
the cotangent bundle by T*(M). Quantum mechanics 
involves configuration spaces that are infinite-di­
mensional manifolds. Now, the intensive mathe­
matical study of this subject has just begun. For 
example, one can find a treatment of those manifolds 
that are" modeled" on a Banach space in a recent 
book by Lang.4 While these are too restrictive for 
the purposes of quantum mechanics (for example, 
the space of probability-measures is not of this 
type) it can serve as a guide to further development. 

Now, the quantum configuration space correspond­
ing to a classical problem is just the space of all 
probability distributions on the classical configura­
tion space. We want to show how its cotangent 
bundle can be identified with the space IT con­
structed in the last section. 

Again, for simplicity we will only consider a one­
dimensional classical configuration space, with var­
iable q. If t -? pt (q) is a curve in the space of prob­
ability distributions, with PO(q) = P(q), then the 
function 

should represent its "tangent vector." Now 

J Q(q) dq = :t J pt(q) dqlt-o = O. (3.1) 

Hence, the space of all functions Q satisfying (3.1) 
should be the" tangent space" to a point of quantum 
configuration space. A linear form on this tangent 
space is the form Q -? f Q(q)S(q)dq, for a function 
q -? Seq). If Seq) is constant, this linear form is 
zero. Then, we should identify a point in the co­
tangent bundle within a pair (P, S), with the such 
pairs identified if their S's differ by a constant. 
We then see how the cotangent bundle can be 
identified with the space IT considered in Sec. 2. 

Now, in classical mechanics, a fundamental role 
is played by the two-differential form w = dp /\ dq. 
Tills form is just a skew-symmetric bilinear form 
on the tangent space to the cotangent bundle. We 
should look for the corresponding object for quantum 
phase space. For a linear space, the tangent bundle 
to the cotangent bundle may be regarded as a direct 
sum of the tangent bundle and cotangent bundle. 
Then, a "tangent vector" to a "point" (P, S) of 
the cotangent bundle IT should be regarded as pair 
(Q, S'), with Q satisfying (3.1). The two-differential 

4 S. Lang, Introduction to Differentiable Manifolds, Inter­
science Publishers, Inc., New York, 1962). 
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form on:fl corresponding to w is that which assigns 1(P, S) = ff(q, aSjaq)p(q) dq 
to the pair (Q, S') and (Ql, SO of tangent vectors 

is readily found to be to the cotangent bundle the number 

f QS~(q), -Q1S'(q) dq. (3.2) 

Let us check that this gives a result compatible with 
the embedding of II into ft. Let t --io (q(t) , pet»~ be 
a curve in II. It goes over into the curve t --io (0.(1), 
p(t)q) in ft. Now the tangent vector to the curve 
t --io 0.(1) is not really a function, but functional 
assigning the value (at jaq)(q(t»(dqjdt) to a func­
tion t on q-space. Then, if t --io (ql (t), Pl (t» is another 
such curve in II, the value of the form 3.2 on the 
tangent vectors to the image curves in ft is 

dq(t) dpl(t) dp(t) dql(t) 
dt~-dt~' 

i.e., just the number that the form w = dq /\ dp 
assigns to the tangent vectors to these curves in 
II. So, we may say that the differential form on :fl 
defined by (3.2) is, when restricted to the subset II, 
just the form w on II. Finally, give such a 2-form 
on :fl enables us to calculate the" Hamilton equa­
tions" corresponding to any in real-valued function 
on :fl. The result for a function of the form 

a:; + :q (:~ (q, ~~)P(q») = 0, 

as (as) at + t q, aq = O. 

The second equation is just the Hamilton-Jacobi 
partial differential equation. A solution generates a 
flow on q-space whose orbits are the solutions of 

dqjdt = afjap(q, aSjaq). 

The first equation then says that P(q,t) dq is just 
the probability measure obtained by transforming 
the initial one under this flow. Then, the dynamics 
on:fl generated by Jis the extension of the dynamics 
on II generated by t. In this geometric picture, the 
dynamics associated with quantum mechanics is 
generated by a different sort of function than one 
merely obtained by extending a classical observable 
in the way we have explained. It would be interesting 
to give a characterization of the type of functions 
on ft that do give rise to quantum dynamics in 
terms of the intrinsic geometric structure of ft, but 
we have as yet no answer to this. 
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The Muskhelishvili method is used to obtain the off-the-mass- shell V - 9 scattering amplitude. 

I. INTRODUCTION 

RECENTLY a complete solution of the Lee 
model l in the V - (J sector has been given,2,3 

thus completely determining the V - (J scattering 
state in terms of bare states. We present a solution 
of the integral equation that is central to this prob­
lem by using the Muskhelishvili4 method thereby 
settling the question of uniqueness, while at the 
same time providing a systematic approach to a 
new class of integral equations. 

II. 

The bare V - (J scattering wavefunction obeys 

where 

Let 

M(w) 
w(w - wo) 1/;(w, wo) 

h (wo - w) 

C = -1 - .! f'" I 1m h +(Wl). M(~/) rk'. 
7r ~ W - Wo + 2E W 

) z - Wo 
~(z == hf ) ,Wo - Z 

X [C + .! f'" l~ h+(w') rk' M(~')J 
7r ~ w + z - Wo w 

(6) 

(7) 

the integral equation it follows by comparison of Eqs. (5) and (7) that 

1/;(w, wo) 

_ _.! _ .! f'" 1m h + (w') dw' 1/;(w' , wo) (1) 
- w 7r I' w' + w - Wo - iE h (wo - w') , 

where 

h(z) = z + ~ f'" r;(w;) dW' (2) 
7r I' w (w -z) 

h+(w) = hew + iE) 

h-(wo - w) = h(wo - w + iE). 

It will be assumed that 

lim (h(w)/w) = z, O<Z<l. (4) 

The integral equation above is conveniently trans­
formed to 

w - Wo 
M(w) = h f ) ,wo - w 

X [c + .! f'" I 1m h+(w' ) dw' . M(~/)J ' (5) 
7r I' w + w - Wo - 2E W 

1 T. D. Lee, Phys. Rev. 95, 1329 (1954); G. Kiill€m and 
W. Pauli, Kgl. Danske Videnskab. Selskab Mat.-Fys. Medd. 
30, No.7 (1955). 

2 R. P. Kenschaft and R. D. Amado, J. Math. Phys. 5, 
1340 (1964). 

3 A. Pagnamenta, V9-Bound State and Uniqueness in 
the three Particle Sector of the Lee Model (preprint) 

4 N. 1. Muskhelishvili, Singular Integral Equations (P. 
Noordhoff Ltd. Groningen, The Netherlands, 1953). 

~(w - iE) == ~-(w) = M(w). 

Replacing Eq. (8) in (7) it becomes 

() z - Wo 
~ Z = hf ) ,Wo - Z 

X [c +.! f'" l~ h+(w' ) dW' ~-~WI)J. 
7r~W+Z-Wo w 

Defining 

H(z) == h(wo - z)/(z - wo) 

and using Eq. (9) it follows that 

~+(w) - ~-(w) = 2i[lm H-(w)/H+(w)] 

(8) 

(9) 

(10) 

X (~-(w) + ~+(wo - w». (11) 

It is clear from Eq. (9) or (11) that ~(z) has a 
cut for all real z such that 

Wo - I" > z. (12) 

We first restrict Wo so that, for all real z satisfying 
Eq. (12), ~(wo - z) has no cut. This is satisfied 
for all Wo < 21". The solution that is obtained under 
this restriction can further be analytically continued 
to complex Wo at the end. 

Letting 

:rt(z) == ~(z) + ~(wo - z) (13) 

1772 
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and w < Wo - JI., it follows from Eq. (11) that 

~+(w) - ~-(w) = 2i[lm H-(w)/H+(w)]~-(w). (14) 

For w > Wo - JI. using Eqs. (9), (10), and (13) gives 

~+(w) - ~-(w) = -2i[lm H+(wo - w)/H-(wo - w)] 

X (mr+(wo - w) + mr-(w», (15) 

since in this interval mr-(w) = mr+(w), Eq. (15) 
becomes 

~+(w) - ~-(w) 

= -2i[lm H+(wo - w)/H-(wo - w)]~+(w). (16) 

Equations (14) and (16) define a homogeneous 
Muskhelishvili problem such that 

(17) 

where 

~ f'" dw' 1 
mr(z) = a - - , + H+( ') 

7rpW Z-Wo W 

1 
X 1m H ( ') Wo - w 

From Eqs. (4) and (5) it follows that 

lim ~(z) = ~/Z2, 

(23) 

and comparing this with Eqs. (13) and (23) shows 
that 

(24) 

We now turn to the determination of a. From 
Eq. (1) it follows that 

lim wy;(w, wo) = -1, 
.,~o 

which is combined with Eqs. (6) and (S) to give 

(25) 

yew) = H-(wo - w)/H+(wo - w) if 

The solution of Eq. (17) is 

(IS) SUbstituting Eqs. (10) and (24) into (23) yields 
w > Wo - JI.. 

In ~(z) = Pn (z) + -. n g w dw, 1 1+'" I () 
2m _'" w - z 

(19) 

where Pn(z) is a polynomial of degree n. After 
substitution from (IS) into Eq. (19) 

In ~(z) = Pn (z) - In (H(wo - z)H(z». (20) 

Equation (4) has been used in going from Eq. (19) 
to (20). Since mr(z) ~ const as z ~ (X), it follows 
that Pn (z) must be a constant, hence 

~(z) = ~/H(wo - z)H(z). (21) 

To determine mr(z) it is convenient to rewrite 
Eq. (11) as 

mr+(w) - mr-(w) = 2i[lm H-(w)/H+(w)]~-(w). 

It should be emphasized that mr(z) has a cut only 
for w < Wo - JI.. The function mrcz) satisfying 
these conditions is 

1 1'" dw' mr(z) = Pn' (z) - - , + 
7rpW Z-Wo 

X 
1m H+(wo - w') eyr+( _ ') 

H -( ') oJ" Wo w. 
Wo - w 

(22) 

The polynomial Pn' (z) is seen to be a constant 
by the argument following Eq. (20). Substitution of 
Eq. (21) into (22) yields 

mr(z) 

[ 
2Z2 f'" 1 1 

= a 1 + --;- p w' dw' h+(wo _ w') 1m h-(w') 

Z2 f'" W' dw' 1 1 ] 
- 2z -, h+ ') Im-_--, 

7r p W + z - Wo Cwo - w h (w) 

this is simplified further by comparison with (25) 
to become 

(26) 

where 

1 fa> w'dw' 1 A(z, wo) = -- I + , 
7r " W + z - Wo h (wo - w) 

1 
X 1m h-(w,)' 

To transform this to the form given in Ref. 2 we 
note that from Eqs. (13), (25), and (26) 

~+(wo) = ;m;+(wo) + ffi'C(O) 

= 2wo/h+ (wo) -+ 2Z2awoA +(wo, wo), (27) 

and that from Eq. (21) and (24) 

~+(wo) = 2aZ2·wo/h+(wo). (2S) 

Eliminating aZ2 between Eqs. (27) and (2S) gives 

mr(z) = _~ + 2zA(z. Wn) 
h+(wo) 1 - h+(wo)A "'Cwo, wo) 

This result agrees with that of Refs. 2 and 3. 
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Propagators in Quantumelectrodynamics 
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Faculte des Sciences, Universite D'Aix Marseille, Marseille, France 
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Starting from their generating functional, we investigate the structure of the finite and divergent 
parts of propagators in quantum electrodynamics. A renormalizability condition is expressed by 
means of a set of recursion formulas between the finite parts of radiative corrections of the gen­
erating functional; this condition is the algebraic formulation of Salam's rule for the extraction 
of finite parts from divergent integrals. The former sets of equation should finally allow the actual 
computation of the radiative correction of higher orders. 

1. INTRODUCTION 

I N the frame of the axiomatic formulation of 
quantum field theory, the vacuum expectation 

values of time-ordered products of field operators 
can be obtained as the coefficients of the expansion 
at the value J = 0 of a functional 

u[J /g, m] 

of the argument J (x). This functional, called gen­
erating functional, depends also of numerical param­
eters g, m describing the particles of the field. l As 
a matter of fact, this is just a way of speaking, 
since in all cases of physical interest, expectation 
values of this type are expressed by integrals of 
products of Schwartz distributions and neither the 
generating functional nor its coefficients have any 
kind of meaning. Renormalization theory is a col­
lection of rules sometimes heuristic, for the extrac­
tion and interpretation of meaningful results. In a 
former paper,2 we studied the most general form 
of the divergent terms of a renormalizable field 
theory without specification of type of interaction. 

In this paper, we are studying quantumelectro­
dynamics: it turns out that the most suitable form­
ulation for the renormalization of a theory with a 
given interaction is the one known as functional 
formulation which leads to the expression of the 
generating functional u[ ... ] of the propagators (see 
Ref. 1 and Appendix III). We recall in Sec. 2 the 
form and some of the properties of this generating 
functional. Section 3 deals with regularization 

1 H. Lehman, K. Symanzik, and W. Zimmerman, Nuovo 
Cimento 1, 1425 (1955); K. Symanzik, Z. Naturforsch. 9, 
809 (1954); H. Umezawa and A. Visconti, Nuovo Cimento 1, 
1079 (1955). 

2 A. Visconti and Y. Le Gaillard, Nuovo Cimento 34, 
914 (1964). For a more rigorous foundation of this formalism 
(using formal series, regularization, etc.) and for application 
to the r~normalization of two point propagators III general 
and for SImple models, see J. Soffer and A. Visconti, ibid. 38 
917 (1965). ' 

methods and renormalization constants, the re­
normalization being introduced by means of formal 
series. Its main result is expressed by formula (3.7) 
which can be easily proved, if all concerned functions 
and functionals are supposed to be well defined and 
all series to be convergent. Its extension to formal 
series requires some intricate-but by no means 
difficult-considerations given in Appendix 1. How­
ever, it is to be noted that the introduction of formal 
series, though important for a correct and rigorous 
formulation, is specially intended for a mathe­
matically minded reader. An important consequence 
of formula (3.7) is examined in Sec. 4 where a re­
normalizability condition is expressed by the recur­
sion formulas (4.8) between the finite parts of the 
unrenormalized radiative corrections of the gen­
erating functional of Quantumelectrodynamics. It 
is then verified in Sec. 5 that this condition is 
identical with Salam's extraction rule of finite parts, 
from divergent integrals. Returning to the recursion 
formulas (4.8), in Sec. 5, we solve them and obtain 
explicitly the general form of the divergent terms 
in Quantumelectrodynamics. 

We finally give in Appendices I and II, some 
methods of calculations and some formulas which 
may be useful for the understanding of this paper. 

2. FORMAL EXPRESSIONS FOR THE 
GENERATING FUNCTIONAL 

For quantumelectrodynamics, the generating func­
tional u is a Lorentz-invariant functional (scalar) 

Uo[17, il, J Ie, m] 

of the arguments 17(X), il(x), and J(x). The functions 
of x, 11, and ij are spinor-valued functions, whose 
components anticommute; they are called sources 
of the electron field. The function J is a vector­
valued function, whose components Jp(x) are c-

1774 
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numbers; it is the source of the photon field. {We 
adopt the metric: x = (x, x, = ixo), the greek 
indices run from 1 to 4. Furthermore the 'l/a(X) are 
elements of a Grassman algebra and as functions 
of x, they belong to the 5) space of indefinitely 
derivable functions with compact support [see dis­
cussion below after formulas (2.2)].} The functional 
u depends also on two parameters e and m which 
represent, respectively, the charge and mass of the 
electrons. Finally, the propagators are the functional 
derivatives of u for 'I/(x), Ti(x), J(x) == 0.3 

The generating functional uO['I/, Ti, Jim, K] for the 
free fields has a particularly simple form, 

uo['I/, Ti, Jim, K] 

== exp { -~ J Tia(x)S(~1(x - X')'l/Il(X') 

- i J J,,(x)tl. (e}(x - x', K)J,,(X') 

== uo['I/, Tilm]uo[J IK], (2.1) 

where integrations and summations have to be pre­
formed over all repeated variables or indices. It is 
a matter of straightforward calculation to show that 
the derivatives of uo['I/, Ti, Jim, K] for '1/, Ti, J = 0 
give indeed the well-known propagators of the free 
fields. 

We also remark that the photon propagator 
tl. (e) (x, K) satisfies the equation 

(2.2a) 

i.e., the photon is supposed to be a particle of mass Kl, 
we avoid in this way all discussions about infrared 
divergences. Note that 

(2.2b) 

Furthermore, it has to be remarked that uo[· •• ] 

is a well-defined functional of Frechet-Volterra type, 
as one can see for uo[JIK], provided that each Jp(x) 
belongs to S space (i.e., is an indefinitely derivable 
function and its product and the products of its 
derivatives by any polynomial in x tend to 0 when 
the argument tends to CX»). The study of uO['l/Tilm] 
requires some more intricate considerations since 
'l/a(x) and Tia(x) belong to a Grassman algebra. 

Let us now come back to the generating functional 
u[ ... ] of the interacting fields; a formal calculation 
shows that one obtains all the Feynman diagrams, 

a For the definition of functional derivatives considered 
as distributions, see M. B. Donsker and J. L. Lions, Acta 
Math. 108, 148 (1962). 

as predicted by the conventional theory of quantum­
electrodynamics, by defining u[ ... ] as follows: 

u['I/, Ti, J Ie, m, K] = exp {ie J d~ r(~) }uo['I/, Ti, J] 

m crJ - t; :! d~" ... d~l r(~n) ... r(~l) 

X uO['I/, Ti, Jim, K] 

en 
== uO['I/, Ti, J] + L: 1 u,,['1/, Ti, Jim, K], (2.3) 

,,~1 n. 

where rm is the differential operator: 

r(~) = O'l/~(~) 'Y~1l oTi:(~) OJ~(~)· (2.4) 

One has to take into account the anticommuting 
properties of the spinor sources in the evaluation 
of the functional derivatives.' The expansion (2.3), 
is, as is well known, only symbolic; for instance, 
the first perturbative term u 1[· •• ] reads 

u1['1/, Ti, Jim, K] = i J d~ r(~)uo['I/, Ti, Jim, K] = - (2~3 

X J Tia(x)S(~1(x - ~, mh;;pS~~)(~ - y, mh~(y) 

X tl. (c) (~ - r, K)J"G")Uo['I/, Ti, J] + (2~2 Tr (s(e'(Oh .. ) 

X J d~ dr tl.(e)(~ - r)J"(r)uo['I/, Ti, J], (2.5) 

where integrations and summations over repeated 
variables shall be performed. We note that even 
in this particularly simple case, there is a divergence 
since, in distribution theory, there is no way to 
define s(e}(o). 

As a matter of fact, this type of divergence could 
be easily avoided, one needs only a redefinition of 
rm such that no physical result is changed. In 
conventional quantum field theory, one reaches this 
result by using Wick's ordered products, in func­
tional formalism, we shall simply replace rm by 
: r(~) : defined as follows: 

:r(~): = lim {_o-'Y~Il_o-
~. -h -~ O'l/a(~2) OTiIl(~l) 

+ ! Tr ['Y .. s(e}(~l - ~2' m)]} OJ~(~)· (2.6) 

It is now a matter of very simple algebra to verify 

4 J. Schwinger, Proc. Natl. Acad. Sci. U. S. 37, 452, 455 
(1951); K. Symanzik, J. Math Phys. 1, 249 (1960); A. 
Visconti and J. Carmona, Nuovo Cimento 29, 742 (1963). 
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that the first approximation of the generating func­
tional defined by 

u[!7, ii, J Ie, m, K] 

tion f(x) (a rational function for instance), we con­
sider the integral 

F(A) = J f(x, X) dx, (3.1) 

becomes 

(2.7) where f(x, X) is substituted to f(x) and is defined in 
such a way that F(X) is meaningful and that for 
X = Ao, f(x, X) becomes identical (converges uni­
formly for instance) to f(x): 

= i J d~ : r(~) : uO[!7, ii, Jim, K] (2.8) 

and is a "well-defined" functional (see Appendix III), 
since the subtracted term in (2.6) eliminates the 
term which degenerates into S(c) (0) at the limit 
~1 = ~2 = ~. We may also remark that the former 
difficulty does not really occur in quantumelectro­
dynamics, since through Furry's theorem Tr 
{'Y ~S(C) (O)} = O. Consider now divergences of higher­
order approximations, their interpretation and elim­
ination become rapidly an overhelming task. Re­
normalization theory tries to state in a precise form 
the rules for the extraction and calculation of finite 
parts from divergent integrals and their physical 
interpretations. 

3. REGULARIZATION, RENORMALIZATION, AND 
FORMAL SERIES FOR THE GENERATING 

FUNCTIONAL 

We want now to give a meaning to the symbolical 
quantity u[!7, ii, J Ie, m, K]: our first step will consist in 
the regularization of each of its perturbative approx­
imations unh, ii, Jim, K]. Then, since each of its terms 
is supposed to be meaningful, we shall be able to 
consider u[· .. ] as the sum of the formal series (2.3), 
i.e., the functional u[· .. ] will represent the set of 
Frechet-Volterra functionals {un(reg )[!7, ii, Jim, K]} 
and we shall apply to u[· .. ] the known rules about 
the calculations of formal series (product of formal 
series, inverse of a formal series, substitution of a 
formal series into another, etc ... ).6 The rules for 
the regularization of divergent integrals can be de­
veloped within the frame of distribution theory.6 
They can be most easily formulated as follows: F 
being a meaningless integral of a well-defined func-

6 For a general definition of formal series, see N. Bourbaki, 
Algebre (Hermann & Cie, Paris, 1962), Vol. 2, Chap. IV, Sec. 5. 
The less mathematically minded reader may consult H. 
Cartan, Theorie elementaire des fonetions analytiques d'une ou 
plusieurs variables complexes (Hermann & Cie., Paris, 1961), 
p. 9, where all rules are clearly_stated. Formal series have 
been already considered by S. Wightman, Proc. Int. Congr. 
Math., AillSterdam 1962, 587. 

I L. Schwartz, Theorie des Distributions (Hermann & Cie., 
Paris, 1957) Vol. I, p. 38. 

f(x, Xo) == f(x). (3.2) 

The choice of f(x, X) contains, of course, a large 
part of arbitrariness and the same happens to the 
next step when one defines another function of X, 
say '.DF(X) such that 

lim [F(X) - '.DF(X)] == (J>F (3.3) 
A-A. 

becomes now a well defined quantity, generally, a 
distribution. '.DF(X) is called the divergent part of 
F(X) (since it is divergent indeed for X = Xo) and 
(J>F is the finite part of F and is indeed a well defined 
quantity for X = Xo. Coming back to quantum­
electrodynamics, it is known that the Pauli-Villars 
regularization method is a realization of the first 
step of the mathematical techniques we just alluded 
to. We do not want to examine in detail the possible 
regularization methods, but shall rather focus our 
attention on the step following the regularization, 
namely the determination of the finite and divergent 
parts of the radiative corrections, i.e., (J>un[!7, ii, Jim, K] 
and '.Dun (reg)[!7, ii, Jim, K], as prescribed by renormali­
zation theory. In order to state precisely the content 
of this theory, we need to introduce a few defini­
tions. Let us note, first of all, that since we are going 
to work with regularized quantities in the remaining 
of this paper, we shall avoid most of the time, for 
simplicity's sake, the index (reg). 

As a provisional hypothesis, suppose then 
u[!7, ii, J Ie, m, K] to be a well-defined Frechet­
Volterra functional and consider the following c­
number quantities called renormalization constants 

mo(e, m, K), Ko(e, m, K), and Zl(e, m, K) (3.4) 

defining respectively a normalization factor of the 
generating functional; a change of scale of the 
spinor sources (defined by Z2); a change of scale 
of the boson source (defined by Za); the replacement 
of the observed charge e, the observed masses m 
of the electrons and Kt of the boson by the bare 
charge eo and the bare masses mo and Ko. It will 
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also be convenient to introduce the last constant 
Zl by the relation 

Z2Z!eO = Zle. 

We now build up the functional 

uz[1], ij, J Ie, m, K] 

(3.5) 

= (1/~)u[Z;~1], Z;!ij, Z-;!J leo, mo, Ko], (3.6) 

which will lead to the definition of the renormalized 
generating functional (cf end of this section). But, 
before studying this point and its consequences, we 
need to prove first an important formula. 

It is a matter of a rather lengthy computation 
[see Appendix I formula (13)] to show that the 
total derivative dUzlde is given by 

(dlde)uz[1], ij, J Ie, m, K] = Duz [1], ij, J Ie, m, K], (3.7) 

where the operator D 

d log ~ 
de D= 

1 d log Z2 (J _ 0 0 ) 
- 2 de TJa(~) OTJa(~) + TJa(~) OTJa(~) 

- .!d log Za J J (~) _0_ + Z Z! deo . J d~ r(~) 
2 de ~ OJ~(~) 2 a de ~ 

+ Z2 d:e
o J d~ mLel(~) + Za ~~ J d~ mLpb(~) (3.8) 

is an differential operator which acts on functionals, 
and 

mLel(~) = i !~~ [OTJa(~)~2ija(~/) 

amalgamated with the term d log ~/de in (3.8) and 
contribute only to vacuum effects. 

All these considerations are valid as far as the 
series (2.3) is a convergent one and has u(rea)[ .•• ] 

as a sum. We shall see now that all previous formulas, 
from (3.7) to (3.10), remain valid when u(rea)["'J 

represents a formal series: we shall get rid, in this 
way, of the provisional hypothesis upon which was 
based (3.7). Let us, therefore, consider the following 
formal series in the associated variables E, a, (3, X, Y: 

1 ,,(iE)" J 
~ ~ -:n! d~n' .. d~l r(~n) ... r(~l) 

Xi J 0; 
X ~ J! ij(X;)· •. ij(x1) oij(x;) ... oij(x

1
) 

X
k J Ok 

X ~ k! 1](Yk)' .. TJ(Yl) Oij(Yk) .•. 01](Yl) 

yl J 0
1 

X ~ l! J(~/)' .. J(~l) OJ(~/) ... OJ(~l) 
at> at> (3" a" _ 

X ~ I-a t> ~ I-a" uo[1], 71, Jim, KJ. 
" p. m " q. K 

(3.11) 

We first remark that if all required analyticity and 
convergence conditions are satisfied, then (3.11) de­
fines the functional8 

(1/~)u[TJ(1 + X), ij(1 + X), 

J(1 + Y)/(1 + X)2(1 + Y)E, m + a, K + (3]. (3.12) 

Suppose now that the scalars defined by (3.4) are 
once more formal series in the associated variable e, 
with coefficients functions of m and K. Perform in 
(3.11) the following substitutions 

. [ 0
2 

(3.9) X ~ Z;! - 1, Y ~ z-;t - 1, E ~ z2Z1eo, (3.13) 

a ~ mo - m = - om, (3 ~ Ko - K = - OK, 

mLpb(~) = ~ !~~ OJ~(~)OJ~(n 
+ !Z-;l.6(C)(~ - e'Ko)l (3.10) 

{Eq. (3.7) can be compared with the equation 

~: [1], ij, J Ie, m, K] = i J d~ r(~)u[1], ij, J Ie, m, K] 

which is a straightforward consequence of (2.3). This 
kind of equations have been introduced by Caianiello 
under the name of "branching equations.,,7} 

The formula (3.8) is valid under the assumption 
(cf. preceding paragraph): Tr b~S(C\O)} = 0, and 
it should be also remarked that the two last terms in 
the previous formulas (3.9) and (3.10) can be 

7 E. Caianiello, Nuovo Cimento 13, 637 (1959). 

and divide the result by the formal series ~. All 
previous operations are supposed to be allowed, in 
other terms, the series ~ has a constant term equal 
to 1, and all the substituted series are at last of 
order 1 (i.e., there is no constant term in these 
series). This last condition means that the constant 
terms are 1 in the series Z2 and Za, and respectively 
m, K in the series mo, Ko. It will be verified later on 
(see below Sec. 4) that all these requirements 
are physically meaningful. In accordance with (3.6) 
and (3.12) we shall continue to denote the formal 
sum of (3.11) after the substitutions (3.13) by 

uz[1], ij, J Ie, m, K], 
8 Note that the order of fermions sources in the series 

(3.11) is important: any modification introduces sign changes 
due to the anticommuting character of this kind of sources. 
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indeed, if all analyticity and convergence conditions 
were satisfied, the result would be expressed by (3.6). 

Our final contention is that, in the meaning of 
formal series, Eq. (3.7) remains true: this point, 
which requires some lengthy, but by no means dif­
ficult, calculations will be proved in Appendix I. 

We are now ready to state precisely the main 
assumption of renormalization theory: we shall sup­
pose that there is a special choice of the constants (3.4) 
such that all the results calculated from the expression 
ofuz[···]' which will be denoted by u(ren)[f/, ii, J Ie, m, K] 
once this choice has been made, are in complete agree­
ment with the experimental data. We shall furthermore 
assume that there exists a certain regularization method 
giving rise to a finite part (see 3.1) such that 

u(ren)[f/, ii, Jle, m, K] = <Pu[f/, ii, Jle, m, K]. (3.14) 

4. RENORMALIZABILITY CONDITIONS AND 
CONNECTION BETWEEN FINITE AND 

DIVERGENT PARTS 

We are now able to study the further consequences 
of our former assumption. Suppose that one works 
within the frame of a given regularization method 
which is compatible with the renormalization pro­
gram defined in the previous section and leading to 
formula (3.14): then there exists a choice of re­
normalization constants such that Eq. (3.7) can be 
written as: 

(dlde) <Pu[f/, ii, J Ie, m,K] = D<Pu[f/, ii, J Ie, m,K], (4.1) 

where D represents now the differential operator 
(3.8) with the right choice of renormalization con­
stants; this is to be understood once again as an 
equation for the formal series, 

en 
<Pu[f/, ii, J Ie, m, K] = L: -, <Vu,,[f/, ii, Jim, K]. (4.2) 

.. -0 n. 

The integrodifferential operator D has been intro­
duced in (3.8). Since D does not involve at all the 
differentiation symbol dlde, it can be thus defined 
by a formal series9 

k 

D = L:~D(k) 
k-O k! ' 

(4.3a) 

dkDJ . {dk+t 
= dek = hm - d k+t log ~ .-0 .-0 e 

, Note that the differentiation is a well defined operation 
in the theory of formal series. 

(4.3b) 

In other terms, one deduces D (k) from D by replacing 
the coefficients of D by their kth derivatives at the 
value e = O. The handling of the subtracted terms 
in formulas (3.9) and (3.10) (especially when one 
takes derivatives) requires some caution, but in both 
of these formulas, these terms, being independent of 
the sources, can be added to the term d log ~I de 
of (3.8). Therefore, in the applications of Sec. 5, 
we shall simply omit in the calculations of ffilet and 
ffilph all terms which are independant of the sources, 
i.e. all terms expressed only by vacuum diagrams. 

Bringing now (4.3a) and (4.3b) into (4.1) we de­
duce the following set of recursion formulas: 

<Pu .. [f/, ii, Jim, K] 

= ~ (n ~ l)D(k)<Pu,,_I-k[f/, ii, Jim, K] (4.4) 

valid for n ~ 1. 
Consider now the two terms <Puo[ ••• ] and <Put[ •.. ] 

which represent the finite part of uo[· •• ] and Ut[ ••. ] 
as given by (2.1), (2.3), and (2.5). Since uo[· .. ] is 
a Frechet-Volterra functional, we may identify 
<Puo[ .•. ] with uo[ •.• ] . We then look into the structure 
of <Put [ ... ] as defined by (4.4). Calling 

the nth respective coefficients (functions of m and K) 
of the formal series in e which are symbolized by 
~, Zt, Z2, Za, eo, 8m, 8K, one sees that Eq. (4.4) 
takes the form 

<Put[ .. ·] = {_~(I) - ~z~I) J (iia(~) oii~(~) 
+ f/a(~) 8f/~(~») - ~ z~I) J J~(~) 8J~(~) 
+ ieciI) J d~ :r(~): - 8m(I) J d~ ffil.l(~) 
- 8K(I) J d~ mlph(~) ~o[f/' ii, Jim, K]. (4.6) 

On the other hand, the u t [· •• ] as given by (2.8), 
i.e., the u t [· •• ] which results from the replacement 
in (2.7) of rm by : rm : is also a "well-defined" 
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functional. Hence, we may identify once again 
<Pu l [ ••• ] with the expression (2.8) of u l [ ••• ] and get 

m (1) = z~1) = z~1) = om (1) = OK(l) = 0, (4.7a) 

e~l) = 1, (4.7b) 

and 

D(O) = i 1 d~ :r(~):. (4.7c) 

Let us single out the term k = 0 in the recurrent 
system (4.4); it is finally transformed into 

(4.8) 

These equations (4.8) represent a necessary condition 
to be verified by any kind of regularization method 
acting as a renormalization, in other terms, supposing 
that one works within the frame of a given regulariza­
tion method, we are able to decide the following 
question: does Eq. (3.14) hold or not? It is proven 
in the last section of this paper that (4.8) is also 
a sufficient condition. But, for the time being, we 
want to point out some important practical con­
sequences of this formula: we show in the next 
section that Salam's prescriptionslO for removing 
divergences in quantumelectrodynamics (in par­
ticular) verifies (4.8): hence, one may assert that 

where x and y represent the insertion of, respectively, 
outgoing and incoming fermion lines and t the 
insertion of photon lines. 

We recall too that the renormalization constants 
have been defined by formal series with coefficients 
given by (4.5) which depend of course on the 
regularization parameter X. Furthermore, they have 
been determined in Sec. 4, in such a way that the 
following conditions are verified: 

(5.2) 

and 

<Pud···] = Ul = i 1 d~ :r(~):uo[·· .]. (5.3) 

10 A. Salam, Phys. Rev. 82. 226 (1951). 

this formula represents an algebraical formulation 
of Salam's rules. This is the point we are now going 
to study. 

5. RENORMALIZATION CONSTANTS AND 
SALAM'S RULES 

In his fundamental work on renormalization the­
ory, Salam stated in an unambiguous way the rules 
following which, given a divergent integral in quan­
tum field theory, one shall form the terms to be 
subtracted. This is indeed what is expressed by the 
recurrent system (4.8), but since these equations 
involve perturbative approximations of the generat­
ing functional instead of the propagators and their 
corresponding diagrams, simple transformations of 
these formulas will first be needed. Indeed going 
over from (4.8) to relations between finite parts 
of propagators, we shall show, by an actual computa­
tion of radiative corrections up to the fourth order 
that one is led to the same corrections as the ones 
arising in quantumelectrodynamics and it is well 
known that such corrections are, in their turn, in 
complete agreement with Salam's rules. It is also to 
be noted that these calculations will determine the 
renormalization constants in terms of the "infinite 
constants" of field theory. 

We are thus led to take derivatives of (4.8) with 
respect to the sources for 7], ii, J = O. As a shorthand 
notation for propagators, let us use the one in­
troduced by Caianiello7 and denote the nth radiative 
approximation of a propagator K(:::::::/t l ••• t.) by 

Mter these preliminaries, we consider the second 
radiative approximation of the functional u[· .. ], it 
follows from formulas (4.8) and (4.3b) that 

<Pu2 [· •• ] = ~ + D(1)uo, (5.4) 

with 

- [ m (2) + ~ Z~2) (I ii :ii + 7] :7]) 

+ ~ Z!2) 1 J O~ - 2z~1) 1 d~ r(~) 
+ om(2) 1 d~ mr.l(~) + OK(2) 1 d~ mrph(~) J. (5.5) 

It is clear that the two last terms of D(l) when 
acting on uo[···] are respectively identical to 
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om(2) (a/am)uo[ . .. J and OK(2) (a/aK)Uo[ . .. J; on the 
other hand, the interpretation of ;rr(2) is obvious: 
it corresponds to vacuum effects. 

Computing the second-order derivatives of (5.4) 
with respect of the fermion sources and taking 
'Y], ij, J = 0, denoting in the usual way by S~(x - y) 
the propagator K(2) (:/0) of (5.1), one has 

- <PS~(x - y) = - S~(x - y) 

+ (Z~2) + om(2) a~)!S(C)(x - y, m), (5.6) 

where we agreed to neglect both disconnected 
radiative corrections in S2(X - y) and the term 
;rr(2)S(C)(x - y) which compensates them exactly. 

The last term in (5.6) corresponds to the divergent 
part of the second approximation of the self-energy 
of an electron, indeed it is well known from conven­
tional quantumelectrodynamics that in p-space this 
self-energy takes the following form: 
S~(p) = S(C)(p)J;*(2)(p)S(C)(p) 

= S(C)(P)(A + BS-) (C)(P) + J;j2) (p»S(C)(P) , (5.7a) 

where 

the corrections of Z), as a matter of fact their study 
requires some considerations about the vertex part. 
We will choose for the boson free propagator, the 
expression 

(c) 2i . J 4 e
ikz 

~ (x - y, K) = - (2 )4 hm d k k2 + _., 7r .-0 K ~E 

which reduces for the limiting case of quantum­
electrodynamics to Dyson's gauge. It is then well 
known-and it results from a general formula given 
in Appendix II-that the vertex part KG/t) has 
no approximations of even order, i.e., all its even­
order radiative corrections are O. 

We shall assume that this holds for its finite part, 

<PK(2)G/t) = 0; (5.10) 

the left-hand side of (5.10) can be expressed through 
formula (5.4) which, in its turn reduces to 

(5.11a) 

with 

S-) (C)(P) .(. + ) = -~ ~yp m. (5.7b) X J S(C)(x - ~hS(c)(~ - y)~(C)(~ - t) ~~. (5. 11 b) 

Note that we have chosen for the fermion-free 
propagator the expression We therefore have 

!S(C)(x - y, m) = -(2i )4 lim J d4p e:VZ+(iyp 2- m.) and 
7r .-0 P m - ~E 

z?) = 0 (5.12) 

1 J D(i) = (27rt d
4p eiPZS(c\p). 

A and B are two divergent constants and J;?) (p) 
is a temperate distribution in p.ll From known 
properties of S(C)(p) formula (5.7a) can also be 
brought into the form 

S~(P) = -iA(a/am)S(c)(p) + BS(C)(P) 

+ S(C)(p)J;?)(p)S(c)(p). (5.8) 

Let us now take the Fourier transform of (5.5) and 
bring (5.8) in it, one gets the second-order correction 
of the mass of the electron and the change of scale of 
electron field quantity: 

om(2) = -iA, (5.9) 

The same considerations apply to the finite part 
of the second-order correction to the boson line, 
and equations entirely analogous to (5.7) with intro­
duction of two new divergent constants C and C' 
may be used for the identification of Z~2) and OK(2). 

We now remark that nothing has been said about 

11 In the published expressions of ~,<2), there is an infrared 
divergency which should be disregarded. 

+ ~ Z~2) J d~ J(~) O}(~) + om (2) J d~ mrel(~) 
+ OK(2) J d~ mrpb(~) J. (5.13) 

Let us now examine the third radiative correction 
of the generating functional. Equation (4.8) leads 
to the formula 

<Ptl3 = i J d~ r(V<pU2 + 2D(I)u) + D(2)UO' (5.14) 

which, according to (5.4) can be brought into the 
form 

<Pu3 = U a - (Z~2) + Z~2»Ul + 3D(l)u1 + D(2)UO (5.15) 

with 

D(2) = _[~Z~3)(J ij :ij + 'Y] :'Y]) + ~Z~3) J Ji] 
- (3zi 2

) - 2Z~2) - z~2»i J d~ r(~) 

+ om(3) J mrel(~) + OK(3) J mrpb(~) J. (5.16) 
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We neglected again all disconnected radiative cor­
rections and the subtracted terms in the expressions 
of mI.! and mIvh given by (3.9) and (3.10). 

It is now once more well known (cf. Appendix II) 
that, in the special Dyson gauge, propagators having 
an even number of external lines contain no radiative 
corrections of odd order; we assume as previously 
that this property holds for their finite parts. Thus 

Let us turn our attention to the more complicated 
case of the fourth-order approximation of u[·· .J. 
According to formula (4.8), its finite part takes the 
form 

CPu4 = i J d~ r(~)cpU3 
(5.23) 

Z~3) = zi3) = om(3) = OK(3) = 0, 

and D(2) reduces to the simpler expression 

(5.17) From (5.4) and (5.19), it follows that 

D(2) = (3zi2) - 2Z~2) - zi2»i J d~ r(~). (5.18) 

Bringing (5.18) into (5.15), it turns out that CPU3 
takes its final form: 

CPU3 = U3 + 3D(l)Ul + 3(zi2
) - Z~2) - M2»U!. (5.19) 

Consider now this last expression and take deriva­
tives with respect to ii(x),'I/(Y), and J(t) (and for the 
value of sources ii, 1/, J = 0) of both of its sides; then 

CPK(3)(:lt) = K(3)(:lt) + 3[ (2Z~2) + om(2) a~) 

+ (zi2) + 0/2) ~J - zi2) ]K(l) (:It) (5.20) 

and K(1) is given by (5.l1b). Decomposing K(3) 
into its finite and divergent parts, 

K(3)Glt) = CPK(3)Glt) + 'J)K(3)Glt) , 

one may cast Eq. (5.20) into the form 

'J)K(3)(:lt) = -3[ (2Z~2) + om(2) o~) 

(5.21a) 

CPU4 = U4 - 6(2z~2) + zi2) - D(l)U2 

with 

+ 12zi2)u2 + (D(3) + 3D(l) D(l)uo 

+ (om (4) + 3Z~2) om (2» J d~ mI.! (~) 

+ (OK(4) + 3zi2) OK(2» J d~ mIvh(~) J. 

(5.24) 

(5.25) 

In order to be more definite, we examine especially 
the finite part of the fourth-order radiative correc­
tions to the two-point fermion propagator. From 
(5.24) and (5.1), it follows that 

CPK(4\:/0) = K(4)G/O) 

- 6(3Z(2) + om(2) ~ + Z(2) + OK(2) ~)S'(x - Y) 
2 om 3 OK 2 

+ 12zi2) S~(x - Y) + (Z~4) + om(4) olo~HS(C)(x - y) 

+ (zi2) + OK(2) ~J - zi2) ]K(l)G1t). (5.21b) - 6(Z~2)Z~2) + !om(2) om(2) 0:2 

It can now be seen, from the expression of the 
second-order radiative corrections of the vertex in 
conventional quantumelectrodynamics, that the first 
term of the right-hand side of (5.21b) is the diver­
gence introduced by the corrections of the electron 
lines x - ~ and Y - ~ in K(l) and that the second 
term is the divergence introduced by the correction 
of the single boson line in the same K(l). 

The last term of (5.21b) is thus the proper vertex 
graph (in e3

) whose divergent part is 

(5.22a) 

where L is one of the "infinite constants" of field 
theory. One may therefore infer that 

z?) = L. (5.22b) 

(5.26) 

Let us now compare (5.26) with the expressions 
obtained in conventional quantumelectrodynamics, 
it is known that the only connected fourth-order 
divergent graphs which contribute to the self-energy 
of an electron are the following ones. 

(I) the improper sum of the graphs built up by 
the corrections of the external lines of a divergent, 
irreducible, self-energy graph. 

(II) and (III) the proper graphs one gets by the 
correction of the internal lines of the irreducible 
self-energy graph: (II) corresponds to the correction 
of the fermion line, and (III) to the correction of 
the photon line. 
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(IV) the well-known overlapping divergence of 
fourth order, obtained by the correction of the vertex. 
Their respective contributions can be easily com­
puted as functions of the divergent constants A 
and B introduced in the expression (5.7) of the 
self-energy of the electron, the divergent constants 
C and C' which play an analogous role for the boson 
and six other constants a, fJ, a', fJ', a", fJ" introduced 
by the skeleton divergences in the proper graphs 
denoted by I, II, III, IV. It must be also noted 
that in contradistinction to the constants A, B, 
C, C' typical of the second-order divergences, the 
constants a •.• fJ" are typical of the fourth-order 
corrections of self-energy graphs. 

Elementary calculations show that the diver­
gences :DS!(x - y), ... :DS!V(x - y) of the graphs 
denoted by I, ... IV can be brought into the follow­
ing form, after Fourier transformation: 

:DS!(P) = !(AS(C)(p) + B)S~(P) 
+ iS~(P)(AS(C)(p) + B) 

- S(c)(P)OAS(C)(p) + iB)\ 

:DS!I(p) = is(C)(p)(B2: *(2)(P) - Ai(a/am)2:*(2)(p» 

X S(c)(P) + a4S(C)(p/ + fJ4S(C)(P) , (5.27) 

:DS!IJ(P) = is(C)(P)(C - C'i a/aK)2:*(2)(P) 

X S(C)(P) + a~S(C)(p)2 + fJ~S(c)(p), 
:DS!V (P) = - zi2) S;(P) . 

Take now the Fourier transform of (5.26) [an opera­
tion which presents no difficulty since there are no 
differential operators with respect to x or y in (5.26)], 
after having replaced K(4) (:/0), first term of the 
right-hand side of (5.26), by the sum of its finite 
and divergent parts: 

:DK(4)(p) = 6(3z~2) + om(2) a/am + zi2) 

+ OK(2) a/aK)K(2)(P) - 12z?)K(2)(p) 

- (Z~4) + om(4) a/am)S(C)(p) 

+ 6(Z~2)Z~2) + 2Z~2) om(2) a/am 

+ iom(2) om(2l a2/am2)S(C)(P), (5.28) 

where K(4l(p) = S~(p) and K(2)(p) S~(p) are 
Fourier transform of K(4l (:/0) and K(2) (:/0). 

We now remark that bringing the relations (5.9) 
into (5.28), one gets the following four equalities: 

. (3z~2l + om(2l a/am)K(2)(p) 

= +(AS(C)(P) + B)S~(P) + S~(P)(AS(c)(p) + B) 

+ S(C)(P)(B2:*(2)(p) - Ai(a/am)2:*(2)(p)S(c)(p», 

(Z~2) + OK(2 l a/aK)K(2)(P) 

= +S(cl(p)(C - C'i a/aK)2:*(2)(p)S(C)(p) 

- zi2)K(2)(P) = _Z~2) S~(P), 

(Z~2)Z~2l + lOm (2) om (2) a2/ am2 

+ 2z~2lom(2) a/am)S(Cl(p) = (AS(C)(p) + B)2S(C)(P). 

If furthermore, one chooses Z~4) and om (4) such that 

Z~4) + om(4l(a/am)S(c)(p) 

= 24[(a4 + a~ + anS(C)(p)2 + (fJ4 + fJ~ + fJ~')S(C)(P)], 
one has 

:DS~(P) = 4!(:DS!(P) + :DS!I(P) 

+ :DS!J1(P) + :DS1V(p». 

Again, as it was done for the second and third order 
of radiative corrections, the fourth-order renormal­
ization constants have been identified with the 
"infinite" constants of quantumelectrodynamics. 

6. AN EXPLICIT FORM OF THE FINITE AND 
DIVERGENT PARTS OF u[···j 

The proof that (4.8) is a sufficient condition for 
a regularized theory to be a renormalized one can 
be based on the uniqueness of the solution of the 
differential equation (3.7) which involves a first­
order derivative with respect to the charge e. 12 But 
we shall prefer to use another argument, namely 
to exhibit an explicit form of the solution of (3.7) 
and solve the problem we have in mind by working 
directly with this solution. This is the harder way, 
but in doing so, we shall collect formulas important 
for further use. 

The considerations of section 4 apply as well to 
uz[· .. ], and it turns out that the formal series 
solution of (3.7), 

satisfy the recursion formulas 

(n) _ ~ (n - 1)D(k) (n-l-kl 
Uz - £oJ k U(z) 

k-O 

We shall also assume, as before, 

for n ~ 1. 

u;O) [1], ii, J /m, K] = uO[1], ii, J /m, K], 

and 

D(O) = i f d~ :r(~): . 

(6.2) 

(6.3a) 

(6.3b) 

12 This solution, in the frame of formal series, is indeed 
uniquely determined by Uo [ ••• j and the recurrence formulas 
in dnuz [ .•• j /den expressed by (3.7). 



                                                                                                                                    

PROPAGATORS IN QUANTUMELECTRODYNAMICS 1783 

The solution of the recurrent system (6.2) in terms 
of the D(k

l1
S and uo[' •• ] can be obtained as follows: 

iterate (6.2) by bringing in the expression of Uin -
1

-
k

) 

given by (6.2) 

after l iterations, 

(n) ,,-1 n-2-k, (n - 1) 
Uz [ ••• ] = 1: 1: ... 

k,-O k.-O kl 

(6.5) 

We now choose l such that n - l = 1::-1 k;; then 

(n) [ ] Uz ••• = 

(6.6a) 

with 

_ (n - 1) (n - i-I: k i ) 
Cnk""k, - k ... ;-1" . 1. 

1 k, 
(6.6b) 

Let us now single out the term l = n in (6.6a); 
one gets 

uin )[ ... ] = un [ .. ·] 

n-l 

+ 1: 1: Cnkt- "k,D(k') ••• D(kl)UO[' •• ] (6.7) 
l-l k1+···kl"'"n-l 

since (Do)"uo[' •• ] = u n [· •• J from (6.3b) and (2.7). 
We express un [ ••• ] as a sum of its finite and diver­

gent part, 

u(n) [ ... ] = <Pun [ ... ] + :Dun [ ... ]; (6.8) 

if the theory is to be regularizable and renormalizable 
too, then there should exist a choice of renormaliza­
tion constants such that 

uin
) [ ... ] = u~ren) [ ... ] = <Pun [ ... ], (6.9) 

as it follows from (3.14). Bringing now (6.8) and 
(6.9) into (6.7), we obtain an expression of the 
divergent part, 

n-l 

:Dun [" .] = - 1: 1: Cnk ,. "kl 
l-11c 1 +"'kJ-n-l 

X D(k') '" D(kIlUo ["'], (6.10) 

while the finite part is obtained by bringing (6.9) 
into (6.6a), 

n 

<Pun [ ... ] = 1: 1: Cnk, " 'k, 
1-1 A: 1 +"'kl-n-l 

X D(k') ... D(k,)UO[''']' (6.11) 

Formulas (6.10) and (6.11) play for the renormalized 
generating functional the same role which was played 
by (2.7) for the unrenormalized one; they emphasize 
also what kind of structure is allowed for the diver­
gent and finite part of the generating functional 
when the regularization of a given theory acts as 
a renormalization. 

Conversely, one could solve Eq. (3.7) explicitly, 
obtain the solution (6.6a) and deduce the recursion 
formulas (4.8); the calculations are rather involved 
and will be given elsewhere. 

REMARK 

We noted already that regularization is a necessary 
step for the coherence of renormalization theory, 
but for practical calculations finite results can be 
obtained by using only subtractions of divergent 
terms. 

This assertion is well known for the second-order 
correction of the two-point electron propagator and 
can be checked starting from formula (5.26). The 
same applies to the fourth order: it requires some 
lengthy calculations using formula 0'>.26) which will 
be given elsewhere. 
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APPENDIX I 

Instead of using the heavy formalism of quantum­
electrodynamics, let us limit ourselves to the con­
sideration of a self-interacting scalar field with mass 
Kl, the interaction being of the form 

g J (iJ.>(x)t d4x, a is a positive integer, 
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to which corresponds an interaction operator 

J d~ r(~) = (l)a J d4x ~-. (11) 
i oJ(xt 

The reader will be able to convince himself that all 
the following considerations apply as well to quan­
tumelectrodynamics, the only difference being that 
the formulas one gets for a scalar field are far more 
simple than the ones obtained in quantumelectro­
dynamics. 

We also shall assume that regularization occurs 
by the introduction of a single regularization pa­
rameter, namely that 

(12) 

represents the well-defined formal series13 

t g: u,,[J /K] = t (igr 
.. -0 n. ..-0 n. 

X J d~" ... d~l r(~,,) ... r(~l)U~reg) [J /K]. (13) 

Our aim is to define the renormalization process 
through formal series and to show that these series 
become identical with the series (3.6) when all the 
existence and analyticity conditions are satisfied. 

Consider as in (3.11) the formal series in the asso­
ciated variables f, p., K, 

exp (if J I'm d~)B[X] exp [p. :Ju~reg)[J/K] 
'" (")"J 

= L ~ d~n· •• d~l r(~7O) ••• r(~l) 
70-0 n. 

oP .;:;.. p.« a« (reg) 
X ~J( ) .•• ~J( ).Lt -; -a «Uo [J /K]. (14) 

u Xp U Xl «-0 q. K 

We first note that when all required analyticity 
and existence conditions are satisfied the former 
series reduces to 

u(reg) [(1 + X)J /za/2 f , K + p.]. (15) 

As we did in (3.12) for quantumelectrodynamics, 
perform then, in accordance with the rules of formal 
series, the following substitutions: 

E_Za/2G, X _Z-l - 1, JL-Ko - K = -OK, (16) 

where Z, G, Ko are formal series, the associated 

13 The assumption is certainly valid for a = 3,4 cor­
responding to renorma1izable theories. 

variable being the coupling constant g. We suppose 
furthermore that the constant term in Z is supposed 
to be 1 and there is no constant term in the expres­
sion of OK. 

The series (14) takes then the form 

Uz = ~ exp (iza/2G J d~ r(~) )B[Z-l - 1] 

X {exp (p. :JU6
reg

) [J /KJ t--.. 
= ~ L (iZa12Gr J dl;7O ••• d~l r(~7O) ••• 1'(1;1) 

n 

(Z-! - IY J X ~ dx •.. dXl J(X) ... J(Xl) .Lt p' p p 
p • 

oP ~ (- OK)" a" (reg)[J/] 
X oJ(Xp) .•. oJ(Xl) ~ -q-' - aK« Uo K (17) 

and will be represented by 

u(reg)[z-lJ/G,K - OK] = Uz 

in accordance with (15). 
We want now to work out the total derivative 

dUz/dg; the result is a straightforward consequence 
of the following formulas whose proofs can be easily 
established by the reader. 

a~ B[XJ = (1 + X)-l J dl; J(I;) oi(l;) B[X] (18) 

with 

X" 
B[XJ = L-, .. n. 

J r 
X dx" ••• dXl J(Xn) ••• J(Xl) oJ(X7o) •.• oJ(x

1
) ; 

[ exp (iE J dl; 1'(1;»), J dx J(x) oJ~x) ] 

= iE f dl; 1'(1;) exp (if f dl; 1'(1;»); (19) 

a [a ] (reg) [J/ ] i 1· {J d 0
2 

aJL exp JL aK Uo K = 2 ~~~ ~ oJ(l;l) oJ(l;) 

+ !~!~~(I;l -1;, K + p.)} exp [JL a/aK]U6
reg

) [J /K], (110) 

and 

02 
2 02 

oJ(l;)oJ(~) B[X] = (1 + X) B[XJ oJ(l;)oJ(I;)· (111) 

The formula (1l0) requires a comment: although 
~!~~(I;l - 1;, K) is a well-defined function as far as 



                                                                                                                                    

PROPAGATORS IN QUANTUMELECTRODYNAMICS 1785 

~1 - ~ ~ 0, we mean by a~:~(h - ~, tC + p.) the 
formal series 

These preliminaries being understood, we want now 
to prove the following formula which is the analog 
of (3.7) and (3.8), 

d Id = - {d log m + .! d log Z J d J() _8_ 
Uz g dg 2 dg x x M(x) 

+ Z d8tC J d~ ;m"h(~) - :t (!l (Za/2G) 
dg T~O dg 

- ~ d ~: Z za/2G( iar J d~ r rW ~z. (113) 

{In order to take into account the fact that in 
conventional quantum theory the Lagrangian of 
interacting field is expressed in terms of Wick's 
products, we replaced ram defined by (II) by a 
polynomial interaction of the form 

4-2 II 

:r(~): = ra(~) + L arrT(~) = L arrT(~)' 
r-O r-O 

where rT(~) = (I/iYW 18J(~n and the coefficients 
aT must be determined for each kind of interaction. } 

Performing the derivative with respect to g of 
formal series (17), one gets 

+ d~;l exp [ iza/2G J d~ rm] 

X aa:-l [Z-'- I]{exp (p.:J~r·g)[JltC]l. __ h 

+ exp [iZa12G J d~ r(~») ]B[Z-l - 1] 

X {de - 8tC) l a exp (p. ~)U6r.g) [J ItC] 
dg f7i;c atC p--h. 

Taking into account (18), (19), and (110), we finally 
have 

du Id = - [d log m + .! d log Z J J ~ 
z g dg 2 dg M 

+ Z ~~ J d~ mtph(~) 
- (d(~;2G) _ ~ d ~: Z Z a12G)i J d~ rm Juz. 

APPENDIX II 

One can prove that14 

u[ ~, 7i, ~ , m, tc] 

= i (ie)" J d~ .•. d~ 82nuo[~, 7ilm] P. • •• p, 8nuo[J ItC] . (III) 
n.O nl " 1 8~a.(~n)87ifJ.(~n) .•• 8~a'(~1)87ifJ,(~1) 'Ya.fJ- 'Y",fl, Mp.(~n) .•. Mp.(~l) , 

then the propagators are given by 

. 82P+·u[· .• ] 
hm 

~.ij.J-0 87i(xn) ..• 87i(Xl) 8~(yp) ... 8~(Yl) M(t.) .•. M(tl) 

'" (.)" J ~2"+ 2p [ -I ] P. p. L ~ d~n··· d~l lim _ _ u Uo ~, 71 m 'Ya.fl •.. ~ 'Ya,fJ, _ 
n-O n! ~.~-o 8~(xn) •.• 871(Xl)8~(yp) ••. 8~(Yl)8~a.(~n)8~fJ.(~J •.. 8~a.(~1)8~fJ.(~1) 

X lim 8
n
+·uo[J ItC] . (II2) 

J-O M(t.) ••. M(t1)Mp.(~n) ... Mp.(~l) 

From the expression of uo[J ItC] it follows that the terms such that n + q is an odd integer vanish at the 
limit J = o. Therefore propagators with an odd (even) number of insertion of photon lines do not contain 
radiative corrections of even (odd) order. 

APPENDIX m 

with F pH ; .. (· •• ) a temperate distribution. 

14 See Y. Le Gaillard, these de 3erne Cycle Faculte des Sciences de Marseille. 
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It is shown how the states of N particles which move in a common n-dimensional harmonic oscil­
lator potential can be classified according to the irreducible representations of the unitary groups 
Urv or U", The complete set of Nn independent integrals of the motion is obtained, their simultaneous 
eigenvectors being generalized Gel'fand basis vectors which can be enumerated either as bases for 
irreducible representations of UN or U", Explicit formulas are given for the linear transformations 
induced on the basis vectors by the infinitesimal operators of UN and U", The relation of the present 
work for n = 3 to that of Bargmann and Moshinsky is noted. 

1. INTRODUCTION 

RECENTLY, Baird and Biedenharn1 have given 
an explicit set of orthonormal vectors which is a 

basis for an irreducible representation of the unitary 
group U", They call these vectors Gel'fand basis 
vectors since Gel'fand and Zetlin2

•
3 originated the 

notational scheme, and also gave the linear trans­
formations of these basis vectors induced by the 
infinitesimal operators of U", In this paper, we show 
that a generalized set of Gel'fand basis vectors spans 
the state space of N identical particles in an n­
dimensional Cartesian space, each particle moving 
in an n-dimensional simple harmonic oscillator po­
tential. The Gel'fand basis vectors can be enu­
merated either as bases for irreducible representa­
tions of UN or U", The structure of the state space, 
in its relation to these unitary groups, is thus re­
vealed concisely. 

Of particular importance is the classification of 
the states of N particles moving in a common three­
dimensional harmonic oscillator potential. Here one 
is interested in the physical classification of states 
where the total orbital angular momentum and its 
z component are diagonal. Bargmann and Moshin­
sky4 have already given the complete set of 3N 
integrals of the motion and their eigenvalues, the 
set including the square of the angular momentum 
and its z component. In Sec. VII, we set down the 
explicit results which are obtained from our general 
theory for n = 3, and also relate these results to 
those of Bargmann and Moshinsky. 

* Work performed under the auspices of the U. S. Atomic 
Energy Commission. 

1 G. E. Baird and L. C. Biedenharn, J. Math. Phys. 4 
1449 (1963). ' 

2 I. M. Gel'fand and M. L. Zetlin, Doklady Akad. Nauk. 
71, 825 (1950). 

8 The author is indebted to Dr. Paul R. Stein for calling 
his attention to a number of Gel'fand's papers and to Helen 
J. Chick for the translations. 

(V. Bargmann and M. Moshinsky, Nucl. Phys. 18, 697 
(1960); 23, 127 (1961). 

The work of this paper is arranged in the following 
order. In Sec. II, we summarize the results from 
several papers which are required for our use. The 
simple, but important, case of one particle in n­
dimensional space is presented in some detail in 
Sec. III. These results are generalized to n particles 
in Sec. IV, where the appropriate set of n2 independ­
ent integrals of the motion is given for characterizing 
the particle states in the manner indicated in the 
first paragraph. The N-particle case is obtained in 
Sec. V by direct modification of the results of Sec. 
IV. Finally, in Sec. VI, the generalized Gel'fand basis 
vectors are defined, and the complete solution is 
presented to the problem of classifying the N-parti­
cle states according to the irreducible representations 
of UN or Un. 

II. ImslThffi 

The n 2 Weyl infinitesimal generators Eli(i, j 
1,2, ... , n) of the unitary group Un obey the com­
mutation relations 

(1) 

From the infinitesimal point of view, a basic problem 
in the determination of the irreducible representa­
tions of Un is to find explicitly all sets of n2 matrices 
Eli of finite dimension which satisfy Eq. (1). It is 
also required that Eji be the Hermitian conjugate of 
Eli and that the matrices be irreducible. The Eli 
can also be regarded as operators defined on an ap­
propriate finite-dimensional Hilbert space, and it is 
this view which is adopted here. 

The solution to the preceding problem has been 
presented by Gel'fand and Zetlin,2 a detailed deriva­
tion of their results being given recently by Baird 
and Biedenharn.1 The results are summarized in 
this section. A more complete list of references rela­
ting to the method is given in Ref. 1. 

The first step in the method is to find a complete 

1786 
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set of independent invariants (generalized Casimir 
operators) for Un. Gel'fand5 appears to be the first 
author to give an explicit listing of these invariants. 
Biedenharn6 also finds a set of invariants for the 
unimodular group SUn, and his list becomes a set of 
invariants for Un when the first-order operator is 
included. The Gel'fand invariants are simpler in form 
than Biedenharn's, and these are the ones we list: 

where k = 1, 2, ... , n. It is straightforward to 
verify that the operators (2) are Hermitian and 
satisfy 

W"), E ,;] = 0 (all i, j, k) (3) 

as required of an invariant. Gel'fand's proof that 
the invariants (2) are also independent is related in 
a simple way to the fact that the traces of the various 
powers Hk(k = 1,2, ... , n) of a general Hermitian 
matrix H of dimension n are independent,1 It must, 
of course, be possible to express Biedenharn's in­
variants for SUn in terms of the invariants (2). 

The operators 

l~j) == ~ E E E 
5 L-t ids isis ••• ili, (4) 

1 

for k = 1, 2, ... , j are invariants for U;. Consider 
now the set (I) of n(n + 1)/2 operators as follows: 

l~") I~") ... I~") 

(1) = (5) 
1~2) 1~2) 

1~1J 

Each operator in the set is Hermitian, commutes 
with every other operator in the set, and is inde­
pendene of the other operators in the set. 

Gel'fand and Zetlin2 label the simultaneous eigen­
vectors of the operators (1) by a symbol (m) where 

(m) = (6a) 

51. M. Gel'fand, Mat. Sb. 26, 103 (1950). 
6 L. C. Biedenharn, J. Math. Phys. 4, 436 (1963). 
7 If several of the eigenvalues of the Hermitian matrix are 

equal, then the n traces will no longer be independent. Thus, 
the proof of the independence of the invariants (2) assumes 
that the Eli correspond to the elements of a general Hermitian 
matrix which has no relations among its elements other than 
the Hermiticity relations. 

The min are integers which satisfy 

min ;::: ~ .. ;::: ••• ;::: m .. " ;::: 0, (6b) 

and the remaining mij are arbitrary nonnegative 
integers satisfying the conditions 

Thus, in the triangular scheme (6a) , the mii lie 
between the pair of integers directly above. Baird 
and Biedenharni denote the Gel'fand basis vectors 
(6) by the symbol I(m» and note that each vector 
is associated with the W eyl basis tableau which has 
the Young pattern defined by the partition 

[X] = [XIX2 ••• x,,] = [mlnm2n ••• mnn]. (7) 

Conditions (6c) are a consequence of the requirement 
that the Weyl basis tableau be lexical. 

We note the following properties of the Gel'fand 
basis vectors I (m) ): 

(a) The basis vectors corresponding to distinct 
arrays (6) are orthonormal 

«m') I (m» = 0"".,. (8) 

(b) For a given partition [X], the number of orthog­
onal vectors enumerated as the mil run over all 
their allowed values is 

n n" (Xi - Xi + j - i) 
D[~! == 1 1!2!··· (n - I)! . (9) 

i<1 

(c) The "Dr>.! vectors described in (b) are a basis 
for an irreducible representation of the E I; operators, 
hence, for an irreducible representation nr[~! of Un. 

Let "VI~J denote the vector space spanned by the 
"DIXl Gel'fand basis vectors I(m» corresponding to 
a given partition [XJ. The linear transformations 
induced on "V IX ! by the Eij operators are given 
explicitly by the following equations: 

Eli I(m» = (± mi,; - ~ ml,i-l) I (m» , (lOa) 
,-1 i-1 

i 

E j ,i+l I(m» = L «m),~1 Ei,i+l I(m» I(m)i~)' (lOb) 
i-I 

i 

E;+l,i I(m)} = L «m)iil Ej+l.i I(m)} I (m);;) , (lOc) 

where (m)i~ and (m):; denote the sets obtained from 
array (6a) by replacing m.; with mij + 1 and 
m,; - 1, respectively. Using the definition 

(lOd) 
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the coefficients in Eqs. (lOb, c) are 

«m)iil E;+1.i I(m) = «m) 1 E;'HI I(m),i) 

= [n~:.~ (}'k,;-l - Xii + I)J1 
n~-l (Xkj - X,; + 1) 

k~i 

(lOe) 

The result of applying any of the remaining E,; 
operators to 1 (m) can now be calculated by use of 
the following equation and its Hermitian conjugate: 

[ ... , [E;+2.i+1, E i +l .;]}··] (11) 

for i = j + 2, j + 3, ... , n. 
While each Gel'fand basis vector is associated 

with a lexical Weyl basis tableau, it is also character­
ized by being a simultaneous eigenvector of the 
operators (I): 

I~i> I(m» = A~i>(mli' m2i' '" , mii) I(m», (12a) 

Iii> I(m» = (~m,;) I(m». (12b) 

We do not require the explicit evaluation of the 
eigenvalues in Eq. (12a), but merely note that the 
eigenvalues of Iii) depend only on the m,;(i = 
1, 2, ... , j), and each xii> is a polynomial of degree 
k in each m,j. 

For a given partition [X], let I(m» denote the 
Gel'fand vector which has the mij chosen as large 
as possible, i.e., mij = min (i = 1, 2, ... , j; j = 
1, 2, ... , n - 1). The state 1 (m» is the state of 
highest weight of Cartan and satisfies 

E'i I(m» = 0, (i < j = 1,2, ... ,n). (13) 

By using property (13), the explicit calculation of 
the eigenvalues xin

) can be effected in a direct man­
ner. The eigenvalues xi;) (j = 1, 2, ... ) are just 
the eigenvalues xl") (n = 1, 2, ... ). 

Baird and Biedenharnl derived results (10) by 
introducing an explicit operator realization of the 
Eij generators, these operators being defined on a 
finite-dimensional Hilbert space. This is also the 
procedure of the following sections. 

m. SYMMETRIC BASIS 

In this section, some explicit results for the sym­
metric basis (the basis on which is defined an ir­
reducible representation of U" and which corre­
sponds to a Young pattern of one row) are noted in 

detail because of the important role this basis plays 
in the subsequent developments. It was pointed 
out long ago by Jauch and HillS that the eigenvectors 
of the Hamiltonian for a single particle in an n­
dimensional isotropic harmonic oscillator potential 
present a basis for an irreducible representation of 
Un. We now review these results in relation to the 
Gel'fand basis vectors. 

The Hamiltonian in question is 

" 
H = t :E (p~ + x~), (14) 

i=-1 

where:x: = (Xl, X2, ... , xn) and p = (PI, P2, ••• , Pn) 
denote the position and linear momentum of the 
particle, and the units are such that the mass, the 
frequency, and h are unity. In terms of the usual 
creation and annihilation operators,9 

a; = (x; - ipi)/v'2, ii; = (Xi + ip;)/v'2, (15) 

the Hamiltonian (14) becomes 

" 
H = :E aiii" 

i-I 
(16) 

except for an unimportant additive constant. The 
a" ii, obey the commutation relations 

[ii" ail = 5ij. (17) 

The eigenvectors of H corresponding to a given 
eigenvalue r(r = 0, 1, ... ) are completely char­
acterized by specifying that they be simultaneous 
eigenvectors of the commuting operators a,ii, or, 
equivalently, of 

; 

Iii> == :E a,ii" 
i-I 

(j = 1,2, ... , n). (18) 

The eigenvectors are also completely characterized 
by the Young pattern [X l X2 ••• Xn] = frO .•• 0] == 
[r] and the lexical Weyl basis tableau which has 
mnl's, m12 - mn2's, ... , mIn - ml.n-ln's(ml" = r) 
in the one-rowed Young pattern. In this case, the 
Weyl basis vectors and the Gel'fand basis vectors 
coincide and have the explicit definition 

mlnO .... ~I 

m
13

00 >1 

m 12 0 

mn 
.. (a,)m,.-m H , •• 10) - JI [(m. n - m'+1 ... )!]l , (19a) 

8 J. M. Jauch and E. L. Hill, Phys. Rev. 5'7, 641 (1940). 
9 To save parentheses the bar is used to denote the operator 

which is Hermitian conjugate to ai. 
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where mn + 1 ." == 0 and 10) is the state defined by 

a, 10) = 0, (i = 1,2, ... ,n). (19b) 

Let "Vir], where [r] designates the partition 
[r, 0, ... , 0] with n - 1 zeros, denote the Hilbert 
space of dimension 

"Dlr] = (n + r - 1)!/(n - 1)!r! (20) 

spanned by the orthonormal vectors (19a). The 
dimension is, of course, just the well-known de­
generacy of H for a given eigenvalue r. 

With an arbitrary n X n unitary matrix U 
(Uij), we associate the unitary transformation 

" 
a~ = L: aiui'· 

i-I 
(21) 

If we write U = exp iG, where G is the Hermitian 
matrix 

G = L:~ g'iE'i(g,~ = gii), 
" Ii 

and Eij is a Weyl generator, then the unitary opera­
tor U to which U corresponds is given by 

U = exp i(L:~ gijEij), 
iii 

in which Eo is now the operator 

Eij = a,ai' (i, j = 1,2, ... ,n). (22) 

The following operator identity is easily established: 

" 
a~ = Ua,U-1 = L: aiui" (23) 

i-I 

It follows from Eq. (23) that the commutation 
relations for the a~, a~ operators are the same as those 
for the ai, a,; furthermore, H is invarianeo under 
the unitary transformation (23). Accordingly, the 
vector obtained by operating on the basis vector 
(19a) with U is again a vector of "VIr!: 

The matrix elements of U, 

(mflmf2 ... mfnl U ImUm12 ... min), (25) 

can now be identified by expanding the right-hand 
side of Eq. (24). Let nrlr](U) denote the matrix of 
dimension "D lrl with elements (25). We summarize 
these results with the statement that the nDIr! 
vectors of Eq. (19a), corresponding to given min = r, 

10 G. A. Baker, Jr., Phys. Rev. 103, 1119 (1956). 

are a basis for the irreducible representation "rlr] 
of the unitary group Un. 

We are more interested in the representations of 
the infinitesimal operators E'i of Eq. (22). Ex­
plicitly, we find 

= (m1i - m 1 ,i-l) ImUm12 ... min), 

Ei,i+! ImUm12 ... min) = [(ml,i+l - mli) 

(26a) 

·(m1i - m 1 ,i-l + 1)]1 Imu ... mli + 1 ... mIn), 
(26b) 

E i+1,i ImUmI2 ... mIn) = [(mI,i+I - mlj + 1) 

·(mlj - m1,i_l)]1 Imu ... mli - 1 ... mIn), (26 c) 

(il I I ) I I mu m12 ••• min) = mlj mu m I 2 ••• min)' (26d 

These results can be observed to be the special cases 
of the general results of Sec. II which correspond to 
the Gel'fand vectors (19a). 

It is also of interest to examine the general 
operator l!il of the set (5), We find upon substituting 
the E;; of Eq. (22) into definition (4) that 

1kil = (l~il + j - l)k-I1~il. (27) 

Thus, the n(n + 1)/2 operators of set (1) become 
dependent upon the n operators l~il (j = 1,2, ... ,n). 
This does not imply a fault with the proof that the 
operators (I) are independent,7 but rather that the 
operator realization (22) of the Weyl generators is 
a very special one. Indeed, besides satisfying the 
commutation relation (1) and the Hermiticity re­
quirement, the operators (22) also satisfy 

EijEkZ = EilEki - 5kZE ii + 5ikE iI • (28) 

Equation (27) is a direct consequence of this ad­
ditional relation. 

IV. GENERALIZATION TO n PARTICLES 

In this section, n particles in a common n-dimen­
sional harmonic oscillator potential are considered. 
The reason for considering N = n is that, once this 
problem is solved, it is easy to see what modifications 
are required for the case of arbitrary N. Further­
more, in order to connect the results with those of 
the preceding section, we first view the problem as 
one for a single particle in an n2-dimensional space. 
Thus, let n be replaced by n2 in all results of Sec. 
III. The basis vectors (19a) become a basis for the 
Hilbert space "'VIr! of dimension 

"'D lr ] = (n2 + r - 1)!/(n2 
- 1)!r!, (29) 
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and are a basis for the irreducible representation 
,,' rlr] of U",. Here [r] denotes the partition with 
n2 

- 1 zeros. It is our object to demonstrate eventu­
ally precisely how the space "'VIr] reduces into a 
direct sum of subspaces, the basis vectors of each 
subspace constituting a basis for an irreducible 
representation of Un. 

The n 2 creation operators for a single particle in 
n2-dimensional space are ai(i = 1, 2, ... , n 2

). 

We now define 

(30a) 

where i, a = 1, 2, ... , n, and interpret 

(30b) 

as the creation operators for particle a in an 
n-dimensional harmonic oscillator potential. Con­
versely, if we had started from this second interpreta­
tion, we would proceed to the other by defining the 
ai(i = 1,2, ... ,n2) by Eq. (30a). The commutation 
relations for the a~, a~ take the form 

(31) 

An explicit realization of the a a operators in terms 
of the position xa and momentum pa operators for 
particle a is 

aa = (xa _ i pa)/v2, aa = (xa + i pa)/v2. (32) 

It is also convenient to introduce the notation 

ai = (a!, a~, ... , a7). (33) 

The basis vectors enumerated by Eq. (35a) for all 
values of the m~ consistent with condition (35b) 
are precisely the basis vectors enumerated by Eq. 
(19a) for all ml,(a-l)n+i consistent with 

m l ,,,' = r 2: ml, ... -l 2: ... 2: m 12 2: m ll • (37) 

We next consider a unitary transformation of the 
n2 creation operators a~. Let U denote the n2 X n2 

unitary matrix as follows: 

Ull U12 ••• U1 
.. 

U= 
U2l U22 ••• U2 

.. 
(38) 

unl U .. 2 ••• U"" 

where each U a
{3 is an n X n matrix, and u~~ denotes 

the element in row i and column j of U a
{3. With the 

unitary matrix (38), we associate the unitary trans­
formation 

( a), ,,{3 {3a 
ai = £...." aiuii' 

i,{3 

(39) 

Next consider the special unitary matrix with ele­
ments 

(40a) 

U becomes the direct product U I ® V, where 
V = (Vii) is itself an n X n unitary matrix and I 
the n X n unit matrix. The transformation (39) 

The n4 infinitesimal operators of Un' of Sec. III becomes 
now become 

(40b) 
E(a-l)n+i,({3-l)n+i = E:! = a~a~ (34) 

for i, j, a, fJ = 1, 2, ... ,n. In this section, all indices 
a, fJ, ,,/, •.. , i, j, k, ... run from 1 to n unless other-
wise noted. 

The basis vectors (19a) of n'Vlr] (for n ~ n2
) will 

also be enumerated by a new notation: 

m~m~ ... 
m:1 
m") = 

md 
(35a) 

where the m~ are any nonnegative integers such that 

L m~ = r. (35b) 
i, a 

The n2 Gel'fand quantum numbers of Eq. (19a) are 
related to the m ~ by 

Thus, the unitary transformation associated with 
U = I ® V transforms the components of each of 
the vectors aa in the same way. Similarly, for 

(41 a) 

U becomes U = W ® I, where W = (w afJ
) is unitary. 

The transformation (39) becomes 

(41b) 

which shows that the components of each of the 
vectors a i undergo the same transformation. 

Momentarily, in this paragraph, let E~~ denote a 
Weyl generator matrix: It is the n 2 X n 2 matrix with 
the block structure (38) in which all elements are 
zero except in the afJ block and within the afJ block 
all elements are zero except for the element in row 
i and column j which is 1. It is a straightforward task 
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to demonstrate that the Weyl generators for a 
unitary matrix of the type U = I @ V are 

Eu = L: E7/' j (42a) 
a 

similarly, the Weyl generators for a unitary matrix 
of the type U = W @ I are 

E afJ = L: E~~. (42b) 

From the above results, we see that the infinites­
imal operators for transformations of the types 
(40b) and (41b) are, respectively, 

Eu = L: E7/' = L: a~a~, (43a) 

E afJ = L: E~~ = L: a~a~. (43b) 
i i 

It can be directly verified that 

[E,j, E kI ] = "jkE;Z - ""Ekj , 
(44a) 

[EafJ , E'y8] = r,fJ'YEa8 _ r, a8E'YfJ, (44b) 

[E,j, E afJ] = O. (44 c) 

Thus, either set of operators, the Eii or E afJ, is an 
operator realization of the generators of Un. Further­
more, the operators of the first set commute with 
the operators of the second set, this result being con­
sistent with 

(I @ V)(W @ I) = (W @ 1)(1 @ V) = W @ V. 

We can go further and demonstrate that U1 = 
I @ V corresponds to the unitary operator 

U1 = exp i(L: g,jE'i)' (45a) 
ii 

where V = e,G, G = (gij) with gi~ = gii. Similarly, 
U2 = W @ I corresponds to the unitary operator 

U2 = exp i(L: rfJE afJ), (45b) 
afJ 

where W = ei?, F = (r fJ ) with (f"~)* = f~a. Also, 
from 

(46a) 

(46b) 

the explicit operator transformations as follows can 
be verified: 

( a)" U au-1 a, = 2a, 2 L: a~wfJa. 
fJ 

(47a) 

(47b) 

We are interested in several general features of 
the linear transformations induced on "'V[r] upon 

applying the operators Eii and E afJ to the basis 
vectors (35). Consider the subspace of n'V[r] which 
is spanned by the basis vectors (35) which have the 
sums of the quantum numbers in the rows fixed, 
i.e., L:i m~ = A a, where A\ A2

, ••• , An are any set of 
fixed nonnegative integers satisfying L:a A a = r. 
It can be verified that when Eii is applied to any 
vector in this subspace it yields a vector in the sub­
space. Similar results hold for the operators Eafj with 
respect to the subspace defined by 

L: m~ = Ai, L: A, = r. 
a 

These considerations show that the representations 
of the E;; and Ea~ operators which are obtained 
from n'V[r] are reducible. We are not interested in 
the explicit linear transformations induced on n'V[r] 
by the Eii and E afJ because the work of Baird and 
Biedenharn1 shows us how to proceed directly to 
the irreducible subspaces. Before proceeding to this 
point, we wish to examine the role of the commuting 
operators given in Sec. II. 

With respect to the infinitesimal operators E~~ of 
Un" we have already seen that there is only one 
independent invariant, namely, the harmonic oscil­
lator Hamiltonian 

H - I(n') - "" E aa 
- 1 - ~ ii· (48) 

'i, a 

The entire set of n 2 (n2 + 1)/2 operators (I) (for 
n ---t n2

) of Eq. (5) was shown to be dependent on the 
n2 first-order operators 

a-I n oj 

I~a-l)n+' = L: L: E~~ + L: E7/,. (49) 
fJ-1 j-1 i-1 

It is, of course, just the set of simultaneous eigen­
vectors (35) of these operators, for a given eigenvalue 
r of H, which is the basis of the space n'V[r]. 

We now have the possibility of constructing a 
second set of commuting operators, namely, the 
set made up of the two sets analogous to set (5), 
constructed from the Eii and E afJ operators. Thus, 
let (K) and (L) denote the operator sets as follows: 

(K) = (50a) 

where 

(50b) 
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and Eo; is given by Eq. (43a). Similarly, let 

r
~~~) L;n) ... ~~n: 

Li2) L~2) 
(L) = (51a) 

l Lill 

where 

and E"fJ is given by Eq. (43b). Note that the 
K~n) (k = 1, 2, ... , n) are invariants with respect 
to unitary transformations of the type (40b), while 
the Lin) (k = 1, 2, ... , n) are invariants with respect 
to unitary transformations of the type (41b). We 
turn next to the investigation of the relations be­
tween the operators of sets (K) and (L) and between 
the operators of a given set. 

It is evident that 

H = I~n') = Kin) = L~n) • (52a) 

The general result (also proved directly for k = 2) 

operators (K). Similarly, the operators (K') are 
shown to be independent of the operators (L). 

We saw in Sec. III that a particular operator 
realization of the generators Eif of Un can satisfy 
auxiliary equations which cause some of the opera­
tors in set (K) to become dependent. Does this 
happen for the operators (43a, b)? We will now show 
that it does not, but more important is that the 
method of proof will show how, when we consider 
N particles in n-space, some of the operators in 
(K) or (L) do become dependent. 

Gel'fand'ss work shows that in determining the 
independence or dependence of the operators (K) 
or (L) we can treat the E if (or E"fJ) as commuting 
quantities. In terms of the a~ operators, this implies 
that a" and ak can be considered to be ordinary 
vectors z" and Zk in an n-dimensional complex 
space. a" and ak then correspond to the complex 
conjugate vectors (z")* and zt. Thus, 

Eij ~ Zi' Zj == L: z~(z~)*, (55a) 
" 

EafJ~z"'ZfJ== L:z~(z~*. (55b) 
i 

Kin) = Lin)(k = 1,2, ... ,n) (52b) Let Z;(j = 1,2, ... , n) and ZfJ(~ = 1, 2, ... ,n) 
denote j X j and ~ X ~ Hermitian matrices as fol­

is also correct and can be established as follows: lows: 
The identity 

(53) 

is easily proved for k = 3. Assume it to be correct 
for k and multiply by EiH,iH' from the right and 
sum on ik+l' E i • +>'H. can be moved to the position 
adjacent to a~:+, on the right-hand side. If we now 
use the identity 

(54) 

and rename the summation symbols appropriately 
on the right-hand side, Eq. (53) is seen to be correct 
for k + 1. Thus, its general validity follows by in­
duction. In Eq. (53), we set ik+l = i1 and sum on 
i 1 to prove Eq. (52b). 

Let (K') and (L') denote, respectively, the sets 
(50a) and (51a) which have the top row deleted. 
Assume there is a functional relation between the 
members of the set (K) and of set (L'), F(L') = G(K). 
Then it follows that [E"fi, F(L')] = 0 for all a, ~. 
But this implies that F(L') is a function of the in­
variants Lkn

) (k = 1, 2, ... , n) contrary to fact. 
Thus, the operators (L') are independent of the 

Zl' Zl Zl' Z2 Zl' Zj 

Zj== 
Z2' Zl Z2' Z2 Z2' Zj 

(56a) 

Zj'Zl Zj' Z2 Zj' Zj 

ZI'ZI Zl. Z2 Zl'ZfJ 

ZfJ == 
Z2. Zl Z2' Z2 Z2' ZfJ 

(56b) 

Z{i'Zl Z{i'Z2 z{i·z{i 

The operators in the jth row of (K) correspond to 
Tr (Z;/(k = 1, 2, ... , j); the operators in the ~th 
row of (L) correspond to Tr (ZfJ)k(k = 1, 2, ... , ~). 
Thus, the independent operators in the jth row of 
(K) are just those which correspond to independent 
Tr (Z;)k(k = 1, 2, ... , j). A similar statement ap­
plies to the operators in the ~th row of (L). 

Let fk = fk(Z lZ2 ••• z;) == Tr (Z;/. Then functional 
dependence of fl' f2' ••• , fj implies the existence of a 
function F such that 

for all vectors ZIZ2 ••• Zj. Since j ~ n, we can con­
sider a set of j orthogonal vectors of distinct, but 
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varying, lengths li = (Zi·Z;)l(ll ¢ l2 ¢ ... ¢ l;). with 
Then n N 

ik = l~k + l~k + ... + l~\ (k = 1,2, ... ,D. 

But these i1, i2, ... , i; are functionally independent, 
and there can exist no relation (57) which is valid 
for all vectors Zl, Z2, •.• , Z;. Hence, f1' f2' •.• , f; 
are functionally independent; correspondingly, the 
operators in the jth row of (K) are independent. 
Since there are no relations between the traces of 
Hermitian matrices of different dimensions, we fur­
ther conclude that all operators in set (K) are in­
dependent. Upon applying the same considerations 
to the matrix (56 b ), we conclude that all operators 
in set (L) are independent. 

Let (K) U (L) denote the union of the operator 
sets (K) and (L) so that (K) U (L) has n2 elements, 
these elements being the operators in the sets (K') 
and (L') together with Kkn

) = Lkn
) (k = 1,2, ... , n). 

The results of the preceding paragraphs can be sum­
marized as follows: The n2 Hermitian operators of 
(K) U (L), which are constructed from the two sets 
of explicit operator realizations (43a, b) of the gen­
erators of Un, are a set of n2 independent commuting 
operators. It has already been demonstrated that 
one basis of the space n'V[r] is characterized by the 
fact that the basis vectors are the simultaneous 
eigenvectors of the n2 operators of Eq. (49). We now 
see that it must be possible to find a second basis 
of n'V [r] which is completely determined by the 
requirement that the basis vectors be simultaneous 
eigenvectors of the n 2 operators of (K) V (L). 
We will turn to the construction of this second 
basis in Sec. VI. Now we will show how to modify 
the results of this section, thus far obtained, for 
the problem of N particles in n-space. 

v. MODIFICATION TO N PARTICLES 

It is a simple procedure to modify the results of 
the preceding section such that they are applicable 
to the description of N identical particles in a com­
mon n-dimensional harmonic oscillator potential. 
It is only necessary to let the superscripts a, (3, "I, ... 
have the range 1, 2, ... , N. In particular, the basis 
vectors (35) of the space NnV[r] become 

m~ m~ m:1 
2 m; m1 

~(= IT IT [ (a~r,aJ \0) 
"~1 i-1 [(m~)!]l 

m~ m: mn 
(58a) 

L L m: = T. (58b) 
i-I a-I 

The dimension of this space is 

NnD[rJ = (Nn + r - I)!j(Nn - I)!r!. (58 c) 

It is evident that all the results of the preceding 
section up through Eq. (51) become applicable to 
the N-particle problem by this simple change of 
the range of superscripts and subscripts. We note a 
few more explicit results of this change. The unitary 
matrix U of Eq. (38) has dimension Nn, each of the 
N 2 Ua

{3 being n X n. The direct product matrix 
(40a) becomes U = I N@ V, where IN is the N X N 
unit matrix and V is an n X n unitary matrix. 
Similarly, the direct product matrix (4Ia) becomes 
U = W@ In, where In is the n X n unit matrix and 
W is an N X N unitary matrix. The E i ; of Eq. (43a) 
become an operator realization of the generators of 
Un, while the Ea

{3 of Eq. (43b) become an operator 
realization of the generators of UN. The commuting 
operators (49) become Nn in number, and the vec­
tors (58) are the simultaneous eigenvectors of these 
Nn operators. 

We now come to the discussion of the operator sets 
(50a) and (5Ia), which become 

(59a) 

(59b) 

A more complicated version of Eq. (53) can now be 
used to establish the identity 

Kkn
) = t (~ - l)(n - N)k-i LiN) (60a) 

;-1 J - 1 ' 

from which also follows 

L~N) = t (~ = 11)(N - n)k-iKj") . (60b) 
,-1 J 

The discussion is now divided into two parts 
corresponding to N > nand N < n. First, consider 
N> n. In Eq. (60b), k runs from 1 to N. Note that 
Kin) is still defined for j > n, but all such K;n) are 
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dependent on the set which has j ::; n. Thus, all 
operators in the top row of (L) are dependent on 
those in the top row of (K). Let (K') and (L') denote 
the sets (59a, b) which have the top row deleted. 
Then it follows as before that (K') is independent 
of (L), and (L') is independent of (K). Consider the 
operators in set (K). In the discussion of Eq. (56 a) 
relating to the independence of the operators (K), 
the ZI(j = 1,2, .,. , n) become vectors with N > n 
components. Since the number of vectors is less 
than the dimension of the space, it still follows that 
the operators (K) are independent. However, in 
Eq. (56b), the za(a = 1, 2, .,. , N) become vectors 
with n components, and the total number of vectors 
exceeds the dimension of the space. By examining 
the cases {3 ::; n, we are still able to conclude that 
the operators in the n bottom rows of (L) are in­
dependent. However, for {3 > n, the rank of z~ is at 
most n, since every set of {3 > n vectors in n-dimen­
sional space is linearly dependent. Using this point, 
we are able to conclude that the independent quanti­
ties among Tr (Zll)k ({3 > n) (k = 1, 2, ... , N) are 
just the first n corresponding to k = 1, 2, ... , n. 
Thus, the independent operators in sets (K) and 
(L) individually are the nonzero operators in the 
following arrays: 

(K) = (61a) 
K~2) K~2) 

Kill J 
LiN) L~N) L~N) 0 0 

L~n+ll L~n+l) ••. L!n+ll 0 

(L) = Lin) L~n) L~n) , (61b) 

where in the second set we have replaced the de­
pendent operators by the null operator. The top 
row of operators in (L) is dependent on the top row 
of (K). (K) \.J (L) now designates the operators 
(K) together with the N - 1 bottom rows of (L), 
and it contains Nn independent operators. The 
simultaneous eigenvectors of the Nn operators of 
(K) \.J (L) must also be a set of basis vectors for 
the space NnV(.]. 

In the same way, we find for N ::; n that the in-

dependent operators in sets (K) and (L) individually 
are 

o 

(K) = , (62a) 

K?) K~2) 

Kill 

LiN) L~N) L<;) 

(L) = (62b) 

The top row of (K) is dependent on the top row of 
(L). (K) \.J (L) now designates the operators (L) 
together with the n - 1 bottom rows of (K), and it 
contains Nn independent operators. The simulta­
neous eigenvectors of the Nn operators of (K) \.J (L) 
must also be a set of basis vectors for the space 
NnV(T)' 

VI. GEL'FAND BASES 

A complete'set of mutually commuting operators 
(the so-called integrals of the motion) for N identical 
particles moving in a common n-dimensional har­
monic oscillator potential has been given in Secs. 
IV and V. The simultaneous eigenvectors of these 
operators, when appropriately enumerated, present 
bases for irreducible representations of the unitary 
groups UN and Un. This structure is examined in 
detail in this section. We consider first the case 
N = n, and then give the modifications for general 
N. 

The operator realization (43a) of the generators 
of Un is just the one used by Baird and Biedenharn. 1 

They give the following explicit vector for the nor­
malized state of highest weight (13) corresponding to 
the partition (7): 

n 

l(iii» == N! IT (a12"'k)m .. -m
H

, " 10), (63a) 
k-l 

where 

a~ 2 a1 
k a1 

a12"'k == det 
a~ 2 a2 k ak (63b) 

a! aZ a! 
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n II (mkn - min + j - k)! (65b) 

[ 

;-1 J 
N = II /-1 . 

;-1 II (mkn - m;+l." + j - k)! 
k-l 

(63 c) 

The general Gel'fand basis vector corresponding 
to the array (m) of Eq. (6a) is obtained from the 
vector (63a) by the application of a suitable lowering 
operator 

The explicit form of 0 for n = 2, 3 is given below, 
but we never make explicit use of these results, and 
the general form of 0 is not required: 

(a) n = 2, 

(64) 

o - [ (mu - m22)! Ji E m .. - m". (66) 
(m) - (m12 - m22) !(mu - mu)! 21 , 

which depends on all the mij in the set (m). 0 is 
also a polynomial in certain of the operators E;; 
(i, j = 1, 2, ... , n), and the notation (64) is in­
tended to indicate only this general feature. Then 

(b) n = 3, 

(65a) where 

A = [ (mu - m22) !(m22 - m33)! J 
(mu - mll)!(m12 - m22)!(m23 - m22)!(m23 - m33)! 

(67a) 

X [ (m12 - m22 + 1)!(m12 - m23)!(m12 - m33 + 1)! J. (67b) 
(m13 - m22 + 1)!(m13 - m12)!(m13 - m23)!(m13 - m33 + I)! 

These forms of 0 for n = 2, 3 can be obtained from the explicit results of Baird and Biedenharn.1 

The verification that I (m» of Eq. (63a) satisfies) 

Eiil(m» = 0 (i < j = 1, 2, ... , n) 

follows from 

(i < j = 1, 2, ... , n) 

for k = 1, 2, ... ,n. This second result is obtained from property (46a). But now we also see that 

(68) 

(69) 

Ea{J I(m» = 0, (a < f3 = 1,2, ... , n). (70) 

Thus, I (m» is also a state of highest weight with respect to the operators Ea{J of Un. Indeed, a study of 
the tableau technique whereby the state I (m» is written down shows that I (m» is the unique vector (for 
the given partition) of the space "'V(r) which has properties (68) and (70). 

We can go much further. Because each Ea{J commutes with each E i;, every Gel'fand basis vector (65) 
also has the property 

Ea{J I(m» = 0, (a < f3 = 1, 2, ... , n). (71) 

Every Gel'fand basis vector (65) is a state of highest weight with respect to the operators Ea{J. But now the solu­
tion to our problem is evident. The simultaneous eigenvectors of the operators in the set (K) U (L) are 
the generalized Gel'fand basis vectors defined as follows (We now require two arrays of type (6a), and we 
introduce the arrays (k) and (l), which refer, respectively, to the quantum numbers of operators (K) and (L).): 

(k 1n, l1n) (k2" , l2n) (k"" , l"") 

(k l"-1 "-1) 
n-I,n-I, 

(k13 , l13) (k23 , e3) (k33 , l33) 

(kl2' l12) (k22 , l22) 

(kll' lll) 
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In this equation, (k) and (l) are the arrays obtained 
from (6) upon setting mi; = k i ; and maP = la{3, 
respectively. Because of identity (52b), we also have 
ki" = li"(i = 1, 2, ... , n) in the top row of the 
generalized Gel'fand symbol (72), as well as in the 
top rows of (k) and (l) on the right-hand side of the 
equation. In referring to the arrays (k) and (l), we 
will always understand that the top rows are identi­
fied. We will sometimes employ the partition nota­
tion 

[A] = [AIA2 ... An] = [klnk2n •.• knn] 

= wnl2n •.. in], (73) 

and replace the double index top row of (72) by the 
single partition numbers AI, A2, ... , An. 1 (k, 1» 
now designates the highest weight vector (63a): 

n 

I(k, I» == N! II (aI2 "'k)A.-AkH 10), (74) 
k-l 

where N is the normalization factor (63c) with 
mkn = Ak' As an example, we have 

I Al A2) 
(kll , lll) 

[ 
(kll - A2) !(lll - A2)! J! 

= (AI - A2) !(AI - kll) !(AI - A2) !(AI - lll)! 

X E;~-k"(E21)A.-I" I(k, I». (75) 

Other than the equality of the numbers in the 
top rows of (k) and (l), there are no relations among 
the k;; and la{3. These numbers assumed, for a given 
partition [A], exactly the values they assume in the 
single-index Gel'fand symbol, and they assume these 
values independently of one another: 

ki,i+l ;:::: kii ;:::: ki+l,i+l, (76a) 

la ,P+l ;:::: lai3 ;:::: la +I,P+l • (76b) 

The results of Sec. II are immediately applicable 
to the generalized Gel'fand basis vectors. We note 
the following results explicitly: 

(a) The generalized Gel'fand basis vectors which 
correspond to distinct partitions [A] and [A'l are 
orthogonal. More generally, 

«k/, l') 1 (k, l» = O(k')(k) 0(1') (I). (77) 

(b) The linear transformations induced on the 
1 (k, l» basis vectors by the E;; and E aP operators 
are identical in structure: the Ei; transformations 
involve only the numbers of array (k); the Ea{3 
transformations those of (l). More precisely, the 
E i ; transformations are Eqs. (to) and (11) in which 

(k) replaces (m). In particular, in E i + 1 ,;I(k, l», 
only the ki;(i = 1, 2, ... , j) are shifted, one at a 
time, to the values k i ; - 1. 

(c) For a given partition [Al and a given array 
(l), let nV~i~ denote the Hilbert space spanned by 
the Gel'fand basis vectors (72) which are enumerated 
as the ki;(i, j = 1,2, ... , n - 1) run over all their 
allowed values. There are "D[}.) [Eq. (9)] Gel'fand 
basis vectors of this space. Then the spaces nV~i~ 
and nV~i;>' which correspond to distinct arrays (l) 
and (l'), are perpendicular: 

"V~i~ 1. "V~i;), (l) ;e (l'). (78a) 

Similarly, for the given partition [A] and a given ar­
ray (k), let "V (AJ • (k) denote the Hilbert space spanned 
by the "D!>.) Gel'fand basis vectors (72) which are 
enumerated as the la{3(a, (3 = 1, 2, ... , n - 1) 
run over their allowed values. Then 

"V(A]'(k) 1. nV(A].(k'), (k) ;e (k'). (78b) 

(d) For given [A] and given (l), the linear trans­
formations induced on the basis vectors: of "V~~~ 
by the E i ; operators are an irreducible representa­
tion of dimension "D p .. 1 of these operators. Since 
there are "D(AJ distinct ways of selecting (l), there 
are "D(AJ such perpendicular spaces. Since the linear 
transformations do not depend on which array (l) 
we select, the same representation of E i; is found 
on each of the spaces "V~i~, i.e., it is found a number 
of times equal to its dimension. Similarly, each of 
the" D (AJ perpendicular spaces "V (}..) ,(k), correspond­
ing to the distinct ways of selecting array (k), yields 
an irreducible representation of EaP of dimension 
"D(AJ' 

(e) The set of all generalized Gel'fand basis vec­
tors 1 (k, l» which correspond to all partitions [A] 
of r must also be a new basis for the space "'Vlr] 
introduced at the beginning of Sec. IV. Thus, the 
space "'Vlrl can be reduced into either of the fol­
lowing direct sums: 

n'V(r) = L: L: EB nV~i~ L: L: EB "V(A]. (k), 
(AI (l) (AI (k) 

(79a) 

where the sums are over all partitions [A] of rand 
over all distinct arrays (l) and (k). It follows from 
this result that 

(79b) 

that is, the irreducible representation "'rrrl of U". 
is reducible into a direct sum of irreducible rep­
resentations "r(AJ of U", and each representation 
"r(AI of Un occurs as often as its dimension. Corre­
sponding to the reduction (79a), we also have the 
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following sum formula relating the dimensions of 
the respective spaces: 

n'D ITI = (n2 + r - 1) = L: ("DIAI)2. (79 c) 
r IAI 

Once again it is a simple procedure to modify the 

preceding results so that they are applicable to the 
problem of N particles in n-space. We give the re­
sults only for N > n, it being evident how to write 
down the corresponding results for N < n. The 
Gel'fand basis vectors [the simultaneous eigenvectors 
of the operators (61)] are 

(0,0) 

(kll' 111) 

(kIn, r·n+1
) (k2n , 12.n+l) 

(kIn, rn) (k2n , 12n) 

(knn' zn·n+1) (0, 0) 

(knn' znn) 

) I(k, l) == 0(k)(E;i)0(l)(E"~) I(k, l). 

(SO) 

In this equation, (k) is the Gel'fand array (6) of 
n rows with mij = k'i' (1) is a Gel'fand array (6) 
of N rows, which has la~ = 0 for a > n. Again the 
non zero entries of the top rows of (k) and (l) are 
the same k,n = l'N(i = 1,2, ... ,n). We have chosen 
the notation in Eq. (SO) to indicate that the vectors 
(SO) are indeed just those obtained from Eq. (72) 
for n ~ N by restricting the k,;(i, j = 1, 2, ... , N) 
and la~(a, (3 = 1, 2, ... , N) to the particular values 
that appear on the left-hand side of Eq. (SO). If (k) 
is the n-rowed Gel'fand array which occurs On the 
right-hand side of Eq. (SO) and (k)N is the modified 
N-rowed array 

kIn k2n knn 0 0 

kIn k2n knn 0 ... 0 

(k)N == 

kIn k2n knn 0 

(k) 

then 0(k)(E;;) = 0(k)N(E'i)' an example, in point, 
being provided by Eqs. (66) and (67). This merely 
points out that the Gel'fand basis vectors for N 
particles in n-space (N ;::: n) span a subspace of the 
space spanned by the Gel'fand basis vectors for N 
particles in N-space, indeed, for N particles in m­
space (m ;::: n). Finally, we note that the vector 
I (If, 1) appearing in Eq. (SO) is just the one of Eq. 
(74), where 

[A] = [klnk2n ... knn] = [r Nl2N ••• znN]. (SI) 

It is evident from this discussion that the linear 
transformations induced on the basis vectors I (k, l) 

of -Eq. (SO) by the E'i(i, j = 1, 2, '" , n) operators 
are those described in (b). Similarly, the Ea~(a, (3 = 
1, 2, ... ,N) transformations are those described in 
(b), except that we set n = N followed by la~ = 
o for a> n. 

The modifications of Eqs. (79) are also immediate. 
Let [AO] denote the partition made up of [A] of Eq. 
(SI) followed by N - n zeros. The vector space 
"Vm is of dimension "DIAlI and there are ND n .. ol such 
perpendicular spaces which present a basis for the 
same irreducible representation of the E,;. The vec­
tor space NVIM].(k) is of dimension NDIMlI and there 
are "DIAl such perpendicular spaces which present a 
basis for the same irreducible representation of the 
Ea~. The vector space NnV ITI with basis vectors (5S) 
can be written as the following direct sums: 

NnV lrJ = L:L:EBnvi~; L: L:EBNVIMl.(k)' 
IAI (I) IAI (k) 

(S2a) 

Also, the representation NnrlTI of U Nn is reducible 
in two ways as follows: 

Nnr lrl L: EB NDIMlnrlAI 
I}.I 

L: EB "DIAtrIMI' (S2b) 
IAI 

Equation (S2a) also implies the sum formula relating 
the dimension of the respective spaces: 

NnD lrl = (Nn + r - 1) = L: nDIAtDIMI' (S2c) 
r I}.I 

VII. N PARTICLES IN 3-SPACE 

The classification of the states of N particles, 
which move in a common three-dimensional har-
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monic oscillator potential, in terms of irreducible 
bases for Ua or UN is a special case of the general 
theory. The eigenvalues of the 3N integrals of the 
motion, Eqs. (61a, b) for n = 3, are immediately 
available to us. Likewise, the linear transformations 
corresponding to the E;;(i, j = 1, 2, 3) and 
EafJ(a, (3 = 1, 2, ... , N) are known explicitly. Thus, 
the complete solution to the problem is available, and 
it seems worthwhile to present it in detail. 

In the second part of this section, we indicate how 
one proceeds from the Gel'fand basis to the Barg­
mann-Moshinsky basis where the total angular mo­
mentum is diagonal. We believe that the expression 
of these results in terms of the elegant Gel'fand nota­
tion does not unnecessarily duplicate the important 
work of Bargmann and Moshinsky. 

The Gel'fand basis vectors (80) for n = 3 and 
N ;::: 3 become 

(kia, rN) (k2a , l2N) (kaa, laN) (0,0) (0,0) 

(kia, ll.N-I) (k2a , l2.N-I) (kaa, la.N-I) (0,0) (0,0) 

(kia, l14) (k2a , l24) (ka3' l34) (0,0) (83a) 

(k I3 , r 3) (k23' In) (k33' l33) 

(kI2' r2) (k22' l22) 

(kl1' ll1) 

where 
liN l2N l3N 0 0 

["" 
k2a k,"] 

zt·N- I l2.N-I la.N-I 0 0 

(k) = kl2 k22 , (83b) (l) = , (83 c) 

kl1 
lla l23 la3 

zt2 l22 

III 

and liN = k13, l2N = k2a, laN = kaa . 0(k) is given by Eqs. (67). While we do not know 0(1) explicitly, we do 
not need it. The partition [X] is 

(83d) 
and the vector I (k, [» is 

(83 e) 

The space aVl~~ is of dimension 

aD IA! = HXI - X2 + 1) (XI - Xa + 2)(X2 - X3 + 1), (84a) 

and in aNV IT ! there are ND IMJ such perpendicular spaces which present a basis for the same irreducible 
representation ariA! of Ua. The space NVIMJ.(k) is of dimension 

N _ [ 2(XI + N - 1) !(X2 + N - 2) !(Xa + N - 3)! Ja 
DIM! - (N - 1) !(N - 2) !(N - 3) !(XI + 2) !(X2 + 1) !Aa! D IA!, (84b) 

and in 3NV!).! there are aD IA ! such perpendicular spaces which present a basis for the same irreducible rep­
resentation Nr IM ! of UN. 

The following operators are diagonal on the basis (83a), and have the idicated eigenvalues 

i 

K~i) ~ L: k;i(j = 1,2,3), 
i-I 
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K~3) _ k~3 + k~3 + k:3 + 4k~3 + k~3 - 2k~3 

- (k)3k23 + k13k33 + k23k33) 

+ 4k13 - 2k23 - 2k33 ; 

(85) 

(~ = 4, 5, ... , N), 

(~ = 1, 2, ... ,N), 

+ (~ - 3)l2P + (~ - 5)l3P 

(~ = 2,3, '" ,N), 

L~P) _ [(lIP)3 + (l2P)3 + (l3P)3 + 4(zt")2 

+ (ep)2 _ 2(l3Py _ (l 1Pl2P + l1Pl3P + l2Plap) 

+ 4l1P - 2l2P - 2l3P] + 2(~ - 3) [(lI P)2 

+ (l2~l + (l3P)2 + 2(l1P - lap)] 

+ (~ - 3)2(lIP + l2P + l3P) (~= 3,4, ... ,N). 

In these last equations, laP == 0 for a > ~. The 
calculation of the above eigenvalues is straightfor­
ward. For example, in calculating the eigenvalue 

of L~P), we first note that the eigenvalue depends 
only on ll~, l2 fJ , l3fJ. Accordingly, in Eq. (83a), we set 
l]a = ll fJ(a = 1, 2, ... ,N), l2a = l2fJ(a = 

2, 3, ... , N), l3a = l3fJ(a = 3, 4, ... , N), kll = 

k12 = k13 = ll{J, k22 = k23 = l2{J, and k33 = l3fJ. 
The vector reduces to Eq. (83e) with Aa = la{J(a = 

1, 2,3) and Ea-y (a < 1') annihilates it. Second, upon 
examining L~P) itself, we see that upon repeatedly 
commuting operators of the type Ea'Y (a < 1') to 
the right, we are eventually left with a third-order 
polynomial in the E aa as the only terms contributing 
to the eigenvalue. Finally, E aa is replaced by laP(a = 
1, 2, 3) and 0 (a = 4, 5, ... , N) when operating 
the vector described above. For checks on the cal­
culation of the eigenvalue of L~{J), we see that it 
agrees in form with the eigenvalue of K~3) for 
~ = 3; it also agrees with the result obtained from 
Eq. (60b) for n = 3, ~ = N upon using the eigen­
values of Ki 3

) (j = 1, 2, 3). 
The linear transformations for all the E;; and 

Ea{J operators can be obtained from the following 
ones (the transformations for E2! and E32 are ob­
tained from the first two below by replacing l's 
by k's): 

E21 I(k, l» = [(lll - l22)(zt2 - III + 1)]i I(k, l'», 

(86a) 

where (l') is the set (l) with III replaced by III - 1. 

(86b) 

where (l') and (l") are the sets obtained from (l) by replacing ll2 by ll2 - 1 and l22 by l22 
tively. 

1, respec-

E 43 I(k, f) = A11(k, l'» + A~ I(k, l"» + At I(k, l"'», (86c) 

where 

A a = [(la3 - a + 3) IT (P2 - la3 + a - 1') IT cP4 - la3 + a - l' + I)J 
'1-1 '1-1 

[ 3 3 J-l 
X J1 cPa - la3 + a - l' + 1) J] cP 3 

- la3 + a - 1') 

for a = 1, 2, 3. (l'), (l") , (l"') are, respectively, the sets obtained from (l) by replacing ll3 by ll3 - 1, 
l23 by l23 - 1, and l33 by l33 - 1. 

E~+I,fj I(k, l) = Bi I(k, l'» + B~ I(k, l"» + B11(k, l'''», (86d) 

where 

Ba = [-IT (p,P-l - laP + a - 1') IT cP,P+l - la~ + a - l' + 1) J 
-,-1 '1-

1 
X [g (pP _ laP + a - l' + 1) g (pP - la~ + a - 1') JI 

'YP'a "Yr'a 
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for a = 1, 2, 3 and {3 = 4, 5, ... , N - 1. (l'), (l") , 
(llll) are, respectively, the sets obtained from (l) by 
replacing lIP by ZlfJ - 1, Z2{3 by l2fJ - 1, and l3{1 by 
l3{1 - 1. 

Next, let L = (L l, L2, La) denote the total orbital 
angular momentum of the N particles: 

N 

Li = L (x~p~ - x~pi), (i, j, k cyclic), (87) 
,,-1 

where x" and p" denote the position and momentum 
of particle a. We now wish to make a very important 
point. In Sec. III, Eq. (15), and Sec. IV, Eq. (32), 
we introduced an operator realization of the creation 
and annihilation operators a" and a" in terms of 
x" and p". However, nowhere did we make explicit 
use of this definition, the entire development de­
pending only on the basic commutation rule (31). All 
operators E i ; and E,,{1, hence, all integrals of the 
motion are expressed directly in terms of the a~, a~ 
operators. Thus, we are free to define the a~, a~ 
in terms of x" and p" in ways which differ from Eq. 
(32). In particular, for n = 3 and for the discussion 
of the angular momentum operators (87), it is con­
venient to make the definitions in the following way: 

a" == [(b~ + ib~)/v2, (ib~ + b~)/v2, b~], (88a) 

where 

b'" == (x'" - ip"')/v2. (88b) 

Then 

a'" = [(b~ - ib~)/v2, (-ib~ + b~)/v2, b~], (88c) 

1)" = (x" + ip")/v2. (88d) 

Since the b's are just the previous a's, they satisfy 
the commutation relations (31). Since the present 
a~ are related to the b~ by a unitary transformation, 
they also satisfy Eq. (31). The a~, a~ of Eqs. (8Sa, c) 
can be expressed directly in terms of the x~, p~, and 
it is this explicit definition which we take for the 
a~, a~ of this section. Correspondingly, the E i ; and 
E"P can be written out in terms of the x~, p~. The 
preceding results of this section, of course, remain 
valid. 

It is now a straightforward task to verify the 
following equations: 

Ll = -(E13 + E 31)/v2 - i(E23 - E 32)/v2, (89a) 

L2 = i(E]3 - E 31)/v2 + (E23 + E32)/v2, (89b) 

La = Ell - E 22 . (89 c) 

Thus, with the operator realizations (88a, c) of 
a", a" in terms of x" and p"', the right-hand sides 

of Eqs. (89) are just the angular momentum opera­
tors (87) in disguise. It is now apparent why the 
definitions (88) were made: La of Eq. (89c) is already 
diagonal on the Gel'fand basis (83a). 

The angular momentum components obey the 
commutation relations 

[L" L;l = iLk, (i, j, k cyclic), (90) 

and are the generators of the single-valued rep­
resentations of the rotation group Ra. We also in­
troduce the ladder operators 

Then 

L+ == Ll + iL2 = v2( -E13 + iE32), (91a) 

L_ == L1 - iL2 = v2( - E31 - iE2a). (91b) 

[L+, L-l = 2La, [La, L±l = ±L±. (92) 

The commutation relations (92) are the same as 
those for the generators E 12, E 2l , (Ell - E 22)/2 
of SU2 • As noted by Dragt,ll the operators L±, 
La form a subalgebra of the algebra of Ua which is 
algebraically distinct from that of E 12, E 21 , (Ell -
E 22)/2. This follows from the fact that Ell + E22 + 
Eaa is the only other independent element of the 
algebra of Ua which commutes with L± and La, 
while both Ell + E22 + Eaa and Ell + E22 commute 
with E 12, E 21 , (Ell - E 22)/2. 

L3 is diagonal on the Gel'fand basis (83a) and has 
eigenvalues 

(93) 

However, the square of the total angular momentum 

L2 == L3(L3 + 1) + L_L+ = L3(L3 - 1) + L+L_ 

(94) 

is not diagonal. The angular momentum operators 
(89) do, of course, commute with all the operators 
E,,{3 of UN' The problem of finding the simultaneous 
eigenvectors of L2 and L3 is thus seen to be the fol­
lowing one: We must find a new basis of the space 
avg~, the basis vectors being also eigenvectors of 
L2. Since the matrix elements of all E,; are independ­
ent of which (l) set we choose, the unitary trans­
formation from the Gel'fand basis of aV~~~ to the 
new basis is also independent of (l). Accordingly, we 
set (l) = (l) in Eq. (83a) and designate the basis 
vectors simply as 

k13 k23 k3~1 

I(k» = k12 k22 ) = 0 Ck }(E;;) I(k», (95) 

ku I 
11 A. J. Dragt, J. Math. Phys. 6, 533 (1965). 
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where I (k» now denotes the state of highest weight 
(83e). These are, of course, just the Gel'fand basis 
vectors for Ua. The unitary transformation of the 
Gel'fand basis vectors (95) [for given partition (83d)l 
which diagonalizes L 2 is also the unitary transforma­
tion of the Gel'fand basis vectors (83a) which diag­
onalizes L2. Thus, the basic problem is the same for 
all N ~ 3, namely, to reduce the space aVo.] into 
a direct sum of subspaces, the basis vectors of each 
of the subspaces presenting a basis for an irreducible 
representation of the operators Li of Ra. 

As already noted, La is diagonal on the space 
3V [~J with basis (95). Indeed, it is only a question 
of studying the eigenvalue spectrum (93) of La to 
determine which values of the angular momentum 
quantum number L will appear in the reduction of 
3V[~J. The eigenvalues of L2 must be of the form 
L(L + 1), where L is integral; for each value of L 
which occurs, one must also find 2L + 1 eigenvalues 
for La, namely, 

La ~ M(M = L, L - 1, ... , -L). (96) 

Thus, for given [Xl, we enumerate all the eigenvalues 
of La from Eq. (93). From this enumeration, it is 
readily seen which values of L occur. They are tabu­
lated in Tables I & II. 

1 
2 
3 

v 

TABLE 1. The allowed values of L 

[I' == k,. - k33 (odd), v = k l3 - k23]. 

3 5 p.-2 p. 
4 6 p. - 1 p.+1 
5 7 I' 1'+2 

1'+2 1'+4 1'+1'-3 1'+1'-1 
1'+1 ,,+3 1'+5 1'+1'-2 1'+1' 

,,(even) 
v(odd) 

TABLE II. The allowed values of L 

[I' == k23 - k33 (even)]. 

0 2 4 1'-2 " 1 3 5 1'-2 v 
2 4 6 1'-2 
3 5 7 I' - 1 

,,+ 1 1'+3 1'+5 "+1'-3 
,,+2 1'+4 1'+6 1'+1'-2 

I' 
1'+1 

1'+1'-1 
1'+1' 

In Table II, the first or second row is included de­
pending on whether p = k1a - k23 is even or odd. 
If J), = 0, only the top two rows remain in Table II. 

Tables I & II solve the eigenvalue problem for 
L2, and show which irreducible representations of 
Ra will appear in this reduction of U a. For p. ~ 2, 

p ~ 2, we see from Tables I and II that the same 
irreducible representation of Ra will appear a number 
of times-a given value of L is repeated, and there 
is still a degeneracy. But this was to be anticipated 
since the basis vectors (95) of aV [~J are enumerated 
by the three numbers kn, k12, k22 associated with the 
eigenvalues of the three operators Ki1l, Ki2), K~2), 
and we do not expect to be able to enumerate a new 
basis of aV [~J by the two numbers L, M associated 
with the eigenvalues of L2, La. We need a third 
operator and a third quantum number. This missing 
operator n should be built from the Eo; (so as to 
commute with the E"P of UN) and be the sixth in­
dependent member of the set 

Kia), K~a), K~a), L2, La, n (97) 

so that the new basis vectors of 3V[~J are uniquely 
labeled by L, M, w, where w denotes an eigenvalue 
of n. 

Bargmann and Moshinsky4 have given the ex­
plicit form of n and studied various of its properties. 
In order to make quite clear the relation of their 
results to the ones given here, we note the following 
relations between their notation and ours, the new 
symbols at the left referring to their notation: 

7Jia b~, t" = 6~, u" = b",~" = b", 
N N 

L: 7Ji"~j,, = L: b~6~, 
a =1 a=l 

ei~) [Eu + E22 + i(E12 - E 21)l/2, 

e~:) [Eu + E22 - i(E12 - E 21)l/2, 

ei:) = Eaa , 

ei:) [i(Ell - E 22) + El2 + E2Il/2, 

e~~) [-i(Ell- E22) + El2 + E 21l/2, 

ei:) = (Ela - iE23)/v2, 

ei~) = (E31 + iE32)/v2, 

e~:) = (-iE13 + E 23)/v2, 

ei:) = (iE31 + E 32)/v2, 

i=l i=l 

(98) 

L .( (N) (N» Xi = ,= -~ ejk - ek ; (i, j, k cyclic). 

The symmetric Qii defined in the next to the last 
equation above are the significant quantities re­
quired for the definition of n. With respect to the 
angular momentum components L" we have the 
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commutation relations for a second-rank tensor: 

[Li' Q;k] = iE;;zQlk + iEik/QiI. (99) 

Q is also symmetric and traceless. The operator 12 is 

12 = 1: Q;;L,L;, (100) 
i. i 

and can be shown by use of Eq. (99) to commute 
with all operators Li of Ra. Let us also note that 
Q'i takes the following form when expressed in terms 
of xa, pa: 

Q 1 ~ ( a a + a a) 1 ~ H' ;; = -2 ~ XiX; PiP; - aUi; , 
a-I 

(lOla) 

where 

is the true harmonic oscillator Hamiltonian. 
The 3N integrals of the motion obtained by Barg­

mann and Moshinsky are 

(f3 = 1, 2, ... , N), 

(102a) 

(f3 = 2, 3, ... ,N), (102b) 

II <Ii) = p«(J) (Li(J) , L;(J) , L~(J» (f3 = 3, 4, ... ,N), 
(102c) 

'11.
2 = L2, Aa = La, 12, (102d) 

where H, r, ll, and A refer to their notation. We 
have not determined the explicit form of the poly­
nomial function p«(3), but since II «(3) is an invariant 
of Up, it must be expressible in terms of the Lk(3) (k = 
1,2,3). From Eq. (60a), we have the following rela­
tions among the invariants of Ua and UN: 

K~a) = (3 - N)L;N) + L~N), (103) 

Kia) = (3 - N)2Li N) + 2(3 - N)Lt) + L~N). 
The Gel'fand basis vectors (83a) are the simul­

taneous eigenvectors of the 3N - 3 operators 
(102a-c) together with Ki2), K~2), La. The Barg­
mann and Moshinsky basis vectors are the simul­
taneous eigenvectors of all 3N operators (102). An 
appropriate notation for these basis vectors, which 
retains as much of the Gel'fand symbol (83a) as 
possible, is obtained by replacing the bottom two 
rows of (83a) by 

[

lL12 l22) 

:J (104) 

On this basis all the results of Eqs. (85) and (86) 
remain valid except for those equations which con­
tain ku, k12, k22. In addition, we gain the three 
eigenvalues 

L2 --7 L(L + 1), La --7 M. 12 --7 w. (105) 

In general, there are several eigenvectors which 
have the same L(L + 1) eigenvalue of operator L2. 
Bargmann and Moshinsky4 have determined a set 
of linearly independent eigenvectors which belongs 
to a given L, and also demonstrated that 12 is non­
degenerate on this set. They obtained the eigen­
vectors by solving directly a number of differential 
equations. An alternative formulation of this prob­
lem can also be given: We select a particular L from 
Table I on II in accord with the given partition [A] 
of Eq. (83d) and form the linear combination of 
Gel'fand basis vectors (95) as follows: 

Al '11. 2 Aa/ 

ILw) == ~ C(puw) p p - L - 20' ). (106a) 

p - 0' / 

The sum is over all p, 0' consistent with 

The vector ILw) already satisfies 

La ILw) = L ILw). 

We also impose the conditions 

L+ ILw) = 0, 

12 ILw) = w ILw). 

(106b) 

(I07a) 

(107b) 

(107 c) 

The explicit linear transformations of the Gel'fand 
basis vectors in Eq. (I06a) induced by L+ and 12 
can be obtained explicitly from Eqs. (86). These 
results and Eqs. (107b, c) uniquely determine the 
allowed values of wand the coefficients C(puw), 
except for normalization. We have not carried out 
these calculations, but are presently investigating 
the structure of the problem. 

Once the normalized vectors ILw) have been deter­
mined, the normalized Bargmann-Moshinsky basis 
vectors are given by 
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. , 
) = 0(l)(Ea

fJ) I[X]; LMw), (I08a) 

LMw I 
where 

I[X]; LMw) = L2if!(i ~).it)!JiL:-M ILw). (108b) 

The dots in the symbol on the left-hand side of Eq. 
(108a) indicate that the top N - 2 rows from the 
Gel'fand symbol (83a) are to be provided. 

The Gel'fand basis vectors for two particles in 
3-space are given by 

(kI3 , zt2) (k23 , l22) (0,0)1 

(kI2' zt2) (k22' l22) ) = I(k, l» 

(kll' lll) 1 

afJ --= fJ(k)(E;i)fJ(l)(E ) I(k, l», (109a) 

where 

(k) (109b) 

[kI3k230] = [lI2Z220] = [XI X20]. (109c) 

The independent integrals of the motion are 

since we obtain from Eq. (60b) the relations 

Li2
) = Ki3), L~2) = -Ki3) + K~3). (110b) 

Thus, the problem of going to the Bargmann­
Moshinsky basis is the same as before. 

Our reason for noting these results for two particles 
is as follows: We can consider the x" and p"(a = 
1, 2) of Eq. (88b) to be the coordinates and momenta 
of a three-particle system relative to the center of 
mass, and Smith12

•
13 and Dragtll have done a great 

deal of significant work on the classification of the 
states of such a system. Their classification treats all 
three particles on equal footing, and Drage l notes 
that the classification of states is in one-to-one cor­
respondence with the set of irreducible representa­
tions of Ua• The point we would like to make is that 
in the Smith-Dragt scheme U3 enters the problem 
in an algebraically distinct manner from the way 
it enters the scheme (109), hence, also the Barg­
mann-Moshinsky scheme. 

I' F. T. Smith, Phys. Rev. 120, 1058 (1960). 
13 F. T. Smith, J. Math. Phys. 3, 735 (1962). 

In order to establish the above statement, we 
consider the infinitesimal operators employed by 
Smith12

•
13 and Dragt.l1 They first introduce the 

infinitesimal operators of the rotation group R6: 

(lIla) 

where i, j = 1, 2,3; a, {3 = 1, 2. The components of 
the total orbital angular momentum of the particles 
(relative to the center of mass) are then given by 

J; == L; = J ik = A!! + A~~, (i, j, k cyclic). (l1Ib) 

Next, a second-rank symmetric tensor is introduced: 

(l1Ic) 

Dragt then shows that the nine operators defined 
as follows obey the commutation relations (1) for 
the Weyl generators of U3 : 

C;k == HKik + iJ ik). (II2a) 

In terms of the Cik' we have 

(112b) 

J ik = -i(Cik - Ck;)' (112c) 

The Cik defined by Eq. (112a) can also be written 
in the form 

(I13a) 

where 

C;! = c~c~. (113b) 

The c~ operators satisfy the commutation relations 

(l13c) 

Furthermore, e and c2 are related to our a\ a2 

given explicitly by Eqs. (88) by the following unitary 
transformation: 

[a] [Cl] 1 [ U -iUJ[a1] 
6 == c2 = v2 - U -iU a2

' 
(114a) 

where the first column to the left refers to Dragt's 
a's and b's, and U is the unitary matrix 

li/v2 I/v2 OJ 
U = I/v2 i/v2 0. 

o ° i 

(114b) 

The C;k of Eq. (112a) or (113) are the infinitesimal 
operators which generate the U3 of the Smith­
Dragt scheme. 

We could express the Cik directly in terms of the 
E~~ = a~a~ by use of Eqs. (113) and (114), but this 
is not necessary to prove our point. Let us recall 
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that the E:~(i, j = 1, 2, 3; a, (3 = 1, 2) are a special 
operator realization of the generators of Us. We 
found operator realizations of the algebra of Us 
and U2 , respectively, by considering the subalgebras 
of the algebra of Uo defined by the operator sets 

2 

E;k = LE~kC<' (115a) 
a=1 

The Cjk are similarly just linear combinations of the 
E~~ of U 0, and also define a sub algebra of the algebra 
of U6 , which is again recognized as an operator 
realization of the algebra of Us. However, in this 
second instance, it is readily proved that the two 
operatorsll 

(a = 1,2) (115b) 

are the only other elements of the algebra of Us which 
commute with all C;k. Since the four EC<~(a, (3 = 
1, 2) commute with all of the E;k, we must conclude 
that the Us subgroups of Us which are generated 
by E jk and C jk , respectively, are imbedded in Us in 
algebraically distinct ways. 
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A new relaxation-variation scheme for solving one-dimensional SchrOdinger equations is described. 
The method approximates the nth eigenvalue and eigenfunction directly, without requiring approxi­
mations to the lower eigenfunctions. It is applicable to anyone-dimensional Sturm-Liouville system. 

I N this note we propose an apparently new scheme 
for finding the excited states of one-dimensional 

systems governed by the SchrOdinger or other 
Sturm-Liouville equations. This method approxi­
mates the nth eigenvalue and eigenfunction directly 
without requiring the lower eigenfunctions, thus 
avoiding the main fault of the Ritz procedure. 

For convenience, our discussion will be couched 
in terms of the Schrodinger equation in the interval 

(0, L) with the boundary condition that the real 
eigenfunction f(x) be zero at the end points. Then 
the following properties of the nth eigenfunction 
i.(x) are well known: 

(a) Hi.(x) = Enfn(x) at each x E (0, L); 

(b) 0 f~ f.(x)Hin(x) dx = 0, for variations con­
sistent with the boundary conditions; 

(c) f~ f.(x)/m(X) dx = ° if n > m; 



                                                                                                                                    

1804 JAMES D. LOUCK 

that the E:~(i, j = 1, 2, 3; a, (3 = 1, 2) are a special 
operator realization of the generators of Us. We 
found operator realizations of the algebra of Us 
and U2 , respectively, by considering the subalgebras 
of the algebra of Uo defined by the operator sets 

2 

E;k = LE~kC<' (115a) 
a=1 

The Cjk are similarly just linear combinations of the 
E~~ of U 0, and also define a sub algebra of the algebra 
of U6 , which is again recognized as an operator 
realization of the algebra of Us. However, in this 
second instance, it is readily proved that the two 
operatorsll 

(a = 1,2) (115b) 

are the only other elements of the algebra of Us which 
commute with all C;k. Since the four EC<~(a, (3 = 
1, 2) commute with all of the E;k, we must conclude 
that the Us subgroups of Us which are generated 
by E jk and C jk , respectively, are imbedded in Us in 
algebraically distinct ways. 

ACKNOWLEDGMENTS 

The author wishes to acknowledge the contribu-

JOURNAL OF MATHEMATICAL PHYSICS 

tions to this work resulting from numerous discus­
sions with Dr. Charles L. Critchfield, Dr. James E. 
Young, and Dr. William R. Gibbs of the Los Alamos 
Scientific Laboratory. 

Note added in proof. The author wishes to thank 
Professor Moshinsky for bringing his attention to 
several additional publications14- 1s which relate 
directly to the present work. References (14) and 
(15) contain the derivation of the bases for the 
irreducible representations of the unitary groups, 
and are equivalent to the results obtained by Baird 
and Biedenharn.1 Operators equivalent to the Eii 
andEc<{l of Eqs. (42a, b) were introduced in Ref. (16), 
and Theorem 3.14 of Ref. (15) is equivalent to the 
italicized statement following Eq. (71). Nagel and 
Moshinsky17 have also now given the general form 
of the lowering operators of Eq. (65a). Finally, 
Brody, Moshinsky, and Renero18 have utilized 
double-indexed Gel'fand basis vectors in their work 
on the Wigner coefficients of SUn. 

14 M. Moshinsky, Rev. Mod. Phys. 34, 813 (1962). 
16 M. Moshinsky, J. Math. Phys. 4, 1128 (196:3). 
16 M. Moshinsky, Nucl. Phys. 31, 384 (1962). 
17 J. G. Nagel and M. Moshinsky, J. Math. Phys. 6, 682 

(1965). 
18 T. A. Brody, M. Moshinsky, and I. Renero, J. Math. 

Phys. 6, 1540 (1965). 

VOLUME 6, NUMBER 11 NOVEMBER 1965 

New Variational Scheme for Finding the Excited States 
of One-Dimensional Systems 

RICHARD M. MORE 

Department of Physics, University of California at San Diego, La Jolla, California 
(Received 23 November 1964; final manuscript received 19 April 1965) 

A new relaxation-variation scheme for solving one-dimensional SchrOdinger equations is described. 
The method approximates the nth eigenvalue and eigenfunction directly, without requiring approxi­
mations to the lower eigenfunctions. It is applicable to anyone-dimensional Sturm-Liouville system. 

I N this note we propose an apparently new scheme 
for finding the excited states of one-dimensional 

systems governed by the SchrOdinger or other 
Sturm-Liouville equations. This method approxi­
mates the nth eigenvalue and eigenfunction directly 
without requiring the lower eigenfunctions, thus 
avoiding the main fault of the Ritz procedure. 

For convenience, our discussion will be couched 
in terms of the Schrodinger equation in the interval 

(0, L) with the boundary condition that the real 
eigenfunction f(x) be zero at the end points. Then 
the following properties of the nth eigenfunction 
i.(x) are well known: 

(a) Hi.(x) = Enfn(x) at each x E (0, L); 

(b) 0 f~ f.(x)Hin(x) dx = 0, for variations con­
sistent with the boundary conditions; 

(c) f~ f.(x)/m(X) dx = ° if n > m; 



                                                                                                                                    

EXCITED STATES OF ONE-DIMENSIONAL SYSTEMS 1805 

(d) i,,(x) has n - 1 nodes in (0, L). Let us call 
these points XI, X2, ••• , Xn-l and set Xo = 0 and 
Xn = L; 

(e) On the subinterval I j = (Xj-l, Xi), the function 
in (X) coincides (but for normalization) with the 
ground-state eigenfunction cp~(x) of the same Schrod­
inger equation with boundary conditions that cPj 
be zero at the end points of the subinterval I j • Also, 
the ground-state eigenvalue EI going with cP~ is 
in fact the same number En for all the subintervals 
Ii. 

The usual (Ritz) procedure amounts to the the­
orem C/(b) and (c) imply (a)", whereas our proposal 
is an application of the theorem "(d) and (e) imply 
(a)". The proof of this theorem is trivial. We now 
suggest a sequence of steps leading to a function 
which approximately satisfies (d) and (e): 

1. Given a set of approximate node points {x;}, 
we find the ground-state eigenvalue ej on each 
subinterval I j • This may be done variationally, 
normalizing the trial function cPj on the subinterval. 
If, for example, the function cPj is Fourier sine­
analyzed on each subinterval, the minimization prob­
lem involves only computing integrals and finding 
the lowest eigenvalue of a quadratic form. 

2. The approximate eigenvalues {ei} found in 
Step 1 will be unequal; the node points {Xi} ought 
to be moved so as to equalize the eo's. We have con­
sidered various schemes for moving the node points; 
in the examples we tried, the following method 
seemed to work best: 

(i) Compute the differences di = lei+l - e,l. 
(ii) Move the node point Xi corresponding to the 

maximal di in the direction required to diminish 
di • Move it by the amount given by Newton's rule, 
so 

where d~ is the derivative of di with respect to Xi. 
To estimate d~, we have used only the kinetic energy 
part of ej; for slowly varying potentials it leads to 
the dominant terms in d~. 

This method only moves one node point per stage. 
It is possible to set up a similar Newton's-rule 
method to move the whole vector (Xl> X 2, ••• , Xn-l) 

to find the zero of, say, D = d~ + d~ + ... + d!-u 
but this method didn't always work properly when 
our trial node points were far from the correct 
values. 

By one of these methods, we derive a new set of 

node points {Yi} and can continue recursively. At 
each step, the method provides both an upper and 
a lower bound for the eigenvalue, provided that the 
subinterval ground-state eigenvalues are found ac­
curately enough. When the normalized eigenfunc­
tions cPj have been found for each subinterval Ii' 
they may be linked by demanding continuity of the 
derivative through each node. 

We shall sketch a proof that the approximate sub­
interval eigenvalues {ei}, for any choice of node 
points {xd, cannot all be greater (or less) than 
the exact nth eigenvalue E, so that the maximum of 
{ei} is an upper bound for E and the minimum, a 
lower bound. By ei we mean the exact lowest eigen­
value on (Xi_I, Xi), which will never be known, so 
the method will in practice only provide estimates 
of bounds and not exact bounds. 

The argument is based on the fact that (lowest) 
eigenvalues are ordered by inclusion of intervals; 
if interval l' is contained in I", than the lowest 
eigenvalue e(l') is certainly greater than e(l"). This 
assumes finite potentials. 

Let us try to construct a case for which each 
ej > E. In order to have el > E, we must choose 
Xl < x~, where we write Xj for the approximate node 
points and x~ for the exact node points. Now in 
order to have e2 > E also, it is also necessary to 
have X 2 < x~; for otherwise (x~, x~) would be con­
tained in (Xl' x2 ); and so on-to obtain ea > E, 
we must have Xs < x~. This can be done for all 
subintervals but the last. But Xn - l < X~_l implies 
that en < E. So it is clear that not all of the e's can 
be greater than E, and a similar argument shows 
that they cannot all be less than E. 

This method may be easily extended to arbitrary 
Sturm-Liouville problems on any interval. We have 
applied it to a simple quantum mechanics problem­
a particle in a rigid box with a linear perturbation­
doing the computations on a desk calculator. We 
used only one Fourier coefficient on each subinterval; 
from a very bad start (with all five internal nodes in 
the left 1 of the box) we had, in about ten steps, 
bounded the sought eigenvalue between the two 
neighboring eigenvalues, and had a weighted sub­
interval average eigenvalue within 1 % of the correct 
eigenvalue. 

It has been proposed that this method be used to 
solved the Hartree equations for the excited states 
of atoms. 

The author wishes to express his deep gratitude to 
Professor M. Rotenberg, Professor C. Eckart, Pro­
fessor C. Perry, and Professor H. Suhl for interesting 
and valuable comments. 
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This paper is concerned with multipole structure for the sources of the gravitational field in the full 
(axially symmetric) nonlinear gravitational theory. Definitions proposed recently by Janis and 
Newman for the mass of the source, its linear momentum, dipole moment, and its spin or angular 
momentum are examined. These definitions are contrasted with those given by other authors. The 
advantages of t~e new. definitions are ~iscusse? and the manner in which they enter into the dynamics 
of the system IS studied. An appendL'{ considers some transformation properties of these multiple 
moments. 

I. INTRODUCTION 

I N some of the recent literaturel- 4 the sources 
of a gravitational field have been analyzed by 

examining its effects at infinity. In the linearized 
version of the Einstein gravitational theory, solu­
tions of the field equations may be completely char­
acterized by the multipole moments of a bounded 
source. In the nonlinear theory, it has so far been 
impossible to determine solutions exactly in terms 
of source distributions. However, asymptotically 
exact solutions of the Einstein equations are avail­
able,1,3·5 and these have been used as a basis for 
defining moments of the source.1

•
4

•
6 Some latitude 

exists in the possible (reasonable) definitions of 
these moments, as can be seen by the difference in 
the "mass" as proposed by Bondi, van der Burg, 
and Metznerl and that proposed by Newman and 
Unti.3 Each definition has certain advantages, as 
as is discussed in Sec. II. 

This paper is primarily concerned with the defini­
tions of the multipole moments of the sources and 
clarification of these definitions. The manner in 
which these definitions enter into the dynamics of 
the system is studied. It is evident that the formula­
tions of many dynamic problems depend upon these 
definitions, as for example scattering problems, ab­
sorption of radiation, radiation recoil, etc. 

In Sec. II, after a summary of some necessary 
background material, the definitions of complex 
quadrupole, dipole, and monopole introduced in 
Janis and Newman6 are discussed. It is shown how 

* Supported by Aerospace Research Laboratories, Office 
of Aerospace Research, U. S. Air Force. 

1 H. Bondi, M. van der Berg, A. Metzner, Proc. Roy. Soc. 
(London), 269, 21 (1962). 

2 J. Goldberg, Phys. Rev. 131, 1367 (1963). 
a E. Newman and T. Unti, J. Math. Phys. 3, 891 (1962). 
4 C. M!2Iller, Mat. Fys. Medd. Dan. Vid. Selsk. 34, No.3 

they are related to the definitions of these multipoles 
proposed by Bondi et al. 1 and Ms:sller. 4 The arguments 
in favor of the two alternative sets of definitions 
are presented. 

Section III is concerned with the dynamical as­
pects of the sources. The Bianchi identities, which 
govern the dependence of the multipole moments 
on the "time" coordinate, are the basis for this 
discussion. Some special cases, which are governed 
by the specialization of the "news" function are 
examined in detail. We analyze in these cases the 
time dependence of the monopole moment, mass 
dipole moment, spin dipole moment (angular mo­
mentum), and quadrupole moment. 

In the Appendix, some transformation properties 
of the news, mutipole aspects, and moments are 
discussed. A representative case is calculated as an 
example, and it is shown that the transformation 
properties of the multipole moments are not as 
simple as might be desired. The transformed ex­
pressions, while easy to determine, are unwieldy 
and do not appear to lend themselves to simple 
interpretation. 

Although all the calculations of the paper can 
easily be done with greater generality, the presenta­
tion is for simplicity confined to the axially sym­
metric case. 

II. MULTIPOLE MOMENTS 

The calculations in this paper are based on the 
results of three previous papers.7 In NP, spinor 
and tetrad techniques were used to obtain a set 
of equations equivalent to the empty-space Einstein 
field equations. One subset of these, derived from the 
Bianchi identities, is a set of first-order differential 
equations for the (complex) physical components 

(1964). 7 References 3, 6, and 8, will be referred to as NU IN 
I> R. K. Sachs, Proc. Roy. Soc. (London) 270, 103 (1962). and NP, respectively. ' , 
8 A. Janis and E. Newman, J. Math. Phys. 6, 902 (1965). 8 E. Newman and R. Penrose, J. Math. Phys. 3, 566 (1962). 
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of the Weyl tensor, which are defined as follows9
: gravitational theory. When the initial data has the 

1/10 = -C,,(J'YaZ"m(JPm', (Ia) 

1/11 = -C "(J'Y,l"n(JF ma
, (lb) 

1/12 = -!Ca(J'Y,(l"n(JFn' - l"n(Jm'Y m'), (lc) 

1/13 = -C,,(J'Y,n"l(Jn'Y m', (ld) 

1/14 = -Ca(J'Y,n"miJn'Ym'. (Ie) 

CaiJ-r' is the Weyl tensor (in empty space, the 
Riemann tensor), while r, nl', ml', and ml' are a 
complex null tetrad which can be defined in terms 
of a real orthonormal tetrad. Let al' be a timelike 
unit vector, and bl', el', dl' be three spacelike unit 
vectors, orthogonal to al' and to each other. Then 

ml' = (el' - idl')jv'2. 

A coordinate system is constructed by introduc­
ing a family of null hypersurfaces into the normal 
hyperbolic Riemannian 4-space, which are labeled 
by a parameter u = const. An affine parameter r 
can be associated with the null geodesics lying in 
the hypersurfaces, and each null geodesic of a par­
ticular null hypersurface may be labelled by two 
"angular" coordinates 0, r/>. The coordinate system 
is then X

O = u, Xl = r, x2 = 0, xa = r/>.1O. 
The asymptotic behavior of the Weyl tensor and 

metric tensor for a large class of asymptotically flat 
outgoing radiation solutions of the empty-space 
field equations is derived in NU. For bounded 
sources 1/10 should be taken as O(r-S). A special case 
of this (in which the field possesses outgoing quadru­
pole radiation as well as other properties) is 

1/10 = I/Igr- s + O(r-6). 

In NU it is shown that 

1/11 = I/I~r-4 + O(r-S), 

1/12 = I/I~r-a + O(r-4), 

I/Ia = I/I~r-2 + O(r-a), 

1/14 = I/I~r-l + O(r-2), 

(2a) 

(2b) 

(2 c) 

(2d) 

(2 e) 

where the superscript zero denotes independence of r. 
These results from NP and NU are used in IN 

to propose the following definition of multipole 
structure in the full (axially symmetric) nonlinear 

9 Range and summation convention: Greek lower case 
0, 1, 2, 3; Latin lower case 2, 3; Latin upper case 0, 1, 2. 

10 For more detailed discussions of the coordinate system, 
see Refs. 1 and 3. 

form of Eqs. (2), the source of the field is defined 
to have a quadrupole structure,11 with the complex 
quadrupole moment Q(u) given by 

Ii"" Q(u) = -2 0 I/I~~(cos 0) sin 0 dO, (3) 

the real part of Q being the mass quadrupole mo­
ment, the imaginary part being the spin quadrupole 
moment. The complex dipole moment is defined as 

D(u) + iL(u) = -~ 1"" I/I~P~(cos 0) sin 6 dO. (4) 

The mass dipole moment D(u) is given by the real 
part of Eq. (4) while the spin or angular momentum 
L(u) is given by the imaginary part. The monopole 
moment (mass) is defined as 

11" m(u) = -4 0 (I/I~ + 1f~)Po(cos 0) sin 6 d6. (5) 

(There exists no spin monopole moment. 6
) The 

r:(cos 0) are associated Legendre polynomials. The 
real parts of these complex moments correspond 
to "electric" type poles, the imaginary parts to 
"magnetic"type poles.12 

We now add to the list of proposed definitions 
the linear momentum of the system: 

Ii"" P(u) = -4 0 ("'~ + 1f~)Pl(COS 6) sin 6 d6. (6) 

The quantities I/Ig, "'~, and ("'~ + 1f~) are named 
the quadrupole aspect, dipole aspect, and mass as­
pect, in the order given. Bondi et all in their orig­
inal work, which was then generalized by Sachs,la 
use slightly different definitions of the aspects. Their 
definitions are related to those of IN by the equa­
tions14 

(7) 

11 It may be desirable to specify more terms of >/to, rather 
than a single term as in Eq. (2a). If the initial datum >/to is 
given as 1/10 = L:;:'_2 1/Io"-'r-(,,+3), then the source is defined 
to have the structure of a 2n-pole, with the 2n-pole moment 
proportional to f'O 1/Io"-'P,,2(COS 0) sin 0 dO, for n 2 2. 

I.R. K. Sachs and P. G. Bergmann, Phys. Rev. 112, 674 
(1958). 

13 Reference 5. Note that Bondi et al. in Ref. 1 use real 
quantities. Sachs generalized to complex quantities to in­
clude magnetic-type poles as well as electric. 

14 Ordinary differentiation is denoted by a comma: X,o = 
ax/au; X,I = aX/or; X,2 = aX/ao. 
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The function UO(u, 0) is arbitrary; it describes the flow 
of information between source and field. auo / au == u.~ 
is called the" news function" by Bondi. 

The various muItipole moments are defined by 
Bondi et al. as integrals over the aspects M, N, 
and C. The multipole moments Eqs. (3)-(5) are 
defined analogously in IN. In addition it is seen 
that the Goldberg2 and the Ms::lller4 definition of the 
linear momentum of the system 

11" P = 2 ° MP1(cos 0) sin 0 dO (8) 

differs from ours by bilinear factors in UO and u,~. 
If we consider a situation in which the news 

q,~ is initially zero at "time" u = Uo, then is permitted 
to vary in an arbitrary manner during Uo < u < UI, 
and finally returns to zero at u = UI, we find that 
the mass, as defined by both Bondi and ourselves, 
diminishes. As shown in Ref. 1, Bondi's mass is 
given by 

Ii" mB(U) = 2 ° M(u, 0) sin 0 dB (9) 

and satisfies 

amB _ Ii" 2 
au - -2 ° lu~ol sin B dB. (10) 

Since 10-°12 is positive-definite, Bondi's mass de­
creases monotonically as long as there is news. 
There is also another attractive feature which implies 
that the mB of Eq. (9) has the properties of "mass"; 
the time-development equation (10) can be derived 
from the Einstein psuedo tensor2 or from the Ms::lller 
complex.4 

Alternatively, it is shown in NU that if the mass 
is defined by Eq. (5) the Bianchi identities lead 
to the equation 

~: = -~ fo" 10-°12 
sin B dB 

+ 1 1" a
2 

(0-0) . B dB 4; ° au2 u u sm , (11) 

which differs from Eq. (10), of course, by the dif­
ference in definitions of m and mB' Eqs. (10) and 
(11) show us thae5 

1 1" a ( ° 0)' d 6 mB = m - 4; ° au u ij sm B B. (12) 

15 It appears that possibly the mass m can be interpreted 
as arising from just the source or matter, and mB from the 
source plus the radiation field. It has been suggested by 
M¢ller that m be called the "bare" mass and mB the "dressed" 
mass. 

Under conditions in which a dynamic period is 
sandwiched between two static periods, the masses 
Eqs. (10) and (11) experience exactly the same 
decrease. This follows at once by integrating Eq. 
(11) from Uo to UI, since a(uoijO)/au vanishes at Uo 
and UI. Thus m possesses with mB the most attractive 
feature of a mass, namely that it should diminish 
after a burst of radiation. 

There is, however, It physical consideration which 
leads us to prefer the definitions given here over 
those of Bondi's: our multipole aspects are defined 
in terms of the Weyl tensor. The tetrad components 
of the Weyl tensor possess a physical as well as a 
geometric interpretation. In principle they can be 
measured by a study of the relative acceleration 
of two geodesics (i.e., by the methods of geodesic 
deviation).16 Therefore our multipole aspects defined 
in terms of the asymptotic Weyl tensor have not 
only an invariant significance, but an observational 
significance. For this reason we will work with our 
definitions of the aspects and their associated mo­
ments in the remainder of the paper.17 

For completeness, in Appendix A we show and 
discuss some transformation properties of uO, the 
aspects, and some of the multipole moments. 

m. DYNAMICS OF THE SYSTEM 

The equations which govern the "time" de­
pendence of the multipole aspects, derived in NP 
from the Bianchi identities, are given below for the 
axially symmetric case14: 

1/t~,0 = (1/V2 sin B) a(V sin B)/aB - qOij?oo, 

1/t~,o = (1/V2) a1/t~/aB + 2uoV, 

° 1. a ( 1/t~ ) ° ° 1/to,o = v'2 sm B aB sin B + 3<1 1/t2' 

where 

(13a) 

(13b) 

(13c) 

(14) 

In Bondi et all and in IN it is shown that, in order 
to avoid angular singularities, UO should be given 
as a series in associated Legendre polynomials P ~ (cos 

16 F. A. E. Pirani and A. Schild, Bull. Acad. Pol. Sci. 9, 
543 (1961). 

17 It has been suggested that the best definition of the mass 
would be one which led to its invariance under the Bondi­
Metzner supertranslations. It appears to us that a mass de­
fined in this fashion would have to be constant for all time, 
and hence would be uninteresting for the study of gravita­
tional radiation. 
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8), of the form 
M 

UO(u, 8) = L: Bm(u)P!(cos 8). (15) 

Equations (13) show us that ¥-~ can then be expressed 
as a finite series in p ... , ¥-~ in P.! and ¥-g as a finite 
series in P~. 

The time derivatives of the mass m(u), the linear 
momentum P (u), the dipole moment D (u), and the 
spin or angular momentum L(u) will now be con­
sidered. Since the mass and dipole aspects may be 
expressed in Legendre series, 

(¥-~ + if~) = -2m(u)Po - 6P(u)P1 + L: Fm(u)P ... , 
m>1 (16) 

¥-~ = -![D(u) + iL(u)]P~ + L: G ... (u)P.!, 
... >1 

we have, either by taking the time derivatives of 
the definitions (4) (5) and (6) or by integrating 
the above equations (16) and using the orthogonality 
relationship of Legendre polynomials,18 the following 
dynamic equations; 

am(u) 1 1" ( ° .7.0 )p· d ~ = -4 ° ¥-2,O + 'f'2,O ° sm 8 8, 

ap(u) 1 1" ( ° .7.0 )p· d ---a;- = -4 ° ¥-2,O + 'f'2,O 1 sm 8 8, 
(17) 

a
2

D(u) 11" (0 + .7,0 )P1 ' d --au- = -4 ° ¥-I,OO 'f'I,OO 1 sm 8 8, 

a
2

L(u) 1 '1" ( ° .7,0 )PI • ~ = 4'/, ° ¥-I.OO - 'f'I,OO 1 sm () d(). 

tion. The equation giving the second time derivative 
of the dipole moment is 

a~: D(u) = - 2~ 1" [(u~oo sin (})(UO sin ()) ,2 

+ (u~oo sin (})(UO sin ()) ,2] d(} 

+ ~ 1" lu~012 cos () sin () d(}, (20) 

while the conservation of angular momentum equa­
tion can be integrated to give 

L(u) = 2~ {r UO sin (}(UO sin (}),2 d() + const. (21) 

If UO is given in the form of Eq. (15), Eqs. (18)­
(21) show that m,o, P,o, D, and L can be expressed 
directly in terms of the time dependent coefficients 
in the Legendre series for uO. Defining the constants 

Km = (m + 2)!/(m - 2)!(2m + 1), 

X", = (m + 3)K .. /(2m + 3), 

we obtain by substituting Eq. (15) into Eqs. (18)­
(21) 

a~ [ m(u) - ~ ~ K .. a~ (BmEm) ] = - ~ K", IB .. ,oI2, 
(22a) 

a~ [P(U) - ~ ~ X .. a~ (E .. Bm+l + BmBm+l) ] 

= - L: Xm(Em.oB .. +l,O + B .. ,oB"'+l,O), (22b) 
2 

Upon differentiating Eq. (13b) with respect to u, a2 1 " - -
Eqs. (13) may be used directly in Eqs. (17) to au2 D(u) = v2 ~ Xm[2(Bm+l.oBm + B ... ,oBm+l.0) 

obtain the following: 

a: [ m(u) - ~ 1" a~ (UOUO) sin () d(} ] 

= _~ {r lu~012 sin () d(}, (18) 

which is the same as Eq. (11); i.e. is the conservation 
of energy equation. We also have 

a~ [P(U) - ~ {r a: (UOUO) cos () sin () d(} ] 

= -~ 1" lu~012 cos () sin () d(}, (19) 

which is the conservation of linear momentum equa-

18 The orthogonality relationship for Legendre polynomials 
is 

.. (m + I)! 2 r p ... zPn z sin 9 d9 = -- Ilmn• 
10 (m - I)! 2m + 1 

(22 c) 

L(u) = ~ i ~ (m + 1)>' ... 

. (BmEm+l - EmBm+l) + const. (22d) 

Equation (22b) shows that crossterms between the 
coefficients of neighboring P k , Pk+1 in the expansion 
of uO, Eq. (15), are necessary for momentum recoil. 
If alternate terms of the series (15) are zero, Eq. 
(22b) becomes p.o = 0; in other words the source 
does not suffer a recoil. Equations (22c) and (22d) 
also show dependence upon crossterms of UO for 
the dipole moment and spin. 

As an interesting special case of the above formula­
tion, we let 

UO(u, (}) = B2(U)P~ + B3(U)P~. (23) 



                                                                                                                                    

1810 E. T. NEWMAN AND T. W. J. UNTI 

(This, in linear theory, would be the data for dipole 
and quadrupole radiation.) Equations (22) then 
reduce to 

am(u)/au - 4(a2/aU2)[!(B2B2) + ¥(B3Ba)] 

= -8[-l(B2.oB2.0) + ¥(B3 •oB 3 •0)], 

ap(u)/aU - ¥(a2/au2)[B2Ba + B~a] 
= -¥(B2,OBa.o + B2 .oRa.o), 

a2D(u)/au2 = ¥ v2 [2(B2.oBa.o + B2.oBa.o) 

+ 3(B2.00Ba + B2.00Ba - B2Ba.oo - R2B 3 •00)], 

L(u) = ¥ v2 i(B2Ra - B2Ba) + const. 

(24) 

Again, the importance of consecutive terms in the 
expansion of 0'0 is evident. The mass, however, has 
no dependence on crossterms. 

IV. DISCUSSION 

In this paper, we have confined ourselves to a 
discussion of the multipole moments and their 
dynamics for the important case of retarded solu­
tions. (The case of advanced solutions and mixtures 
of advanced and retarded solutions is being inves­
tigated.) 

To the authors, one of the more attractive results 
of this investigation is the light shed on the effect 
of the nonlinearity of the field equations. In the 
linear theory (see IN), there is a complete decou­
pIing of the different modes of the field. (By different 
modes, we mean different time-dependent multipole 
moments.) Each of the different terms in the news 
functions, 0'0, Eq. (15) drives or determines the time 
dependence of a specific moment. In particular, 
one obtains the well-known result that the monopole 
moment or mass and dipole moment are conserved. 

In the full theory one sees clearly from Eqs. 
(18)-(20) how the nonlinearity affects the mass, 
linear momentum and dipole moment. One can 
proceed to show how the higher moments are in 
turn affected. For example, from Eq. (13c), it can 
be seen that the time dependence of the quadrupole 
moment is partly determined by the interaction of 
the quadrupole part of the news function with the 
mass of the system. It also appears, though the 
calculation has not yet been carried out in detail, 
that via the interaction of the monopole, dipole, 
and quadrupole, an octupole term will automatically 
be present in general. 19 

One of the more interesting problems to be in­
vestigated is the interaction of an incoming and an 

19 A similar result has been obtained by W. Bonner, Pro­
ceedings of the Florence Conference on General Relativity, Prob­
lems of Energy and Gravitational Waves September 1964. 

outgoing mode, i.e., the scattering of the field by 
another field. 

APPENDIX 

In Bondi 1 and NU the final coordinate freedom 
consists of the asymptotic transformation 

u = K-\O', cp')u' + 01(0', cp') + O(r,-l), (25) 

r = K(O', cp')r' + 0(1), 

Xk = Gk(O', cp') + O(r-l). 

If axial symmetry is imposed, so that K and a 
are independent of cp, this transformation is referred 
to as the "Bondi-Metzner group." The transforma­
tions with a = 0 are equivalent to the Lorentz 
transformations. l .5 The "super translations," with 
K = 1, a ~ 0, are not as well understood as the 
Lorentz transformations. These super translations 
are of greater interest to us here and will be con­
sidered in this appendix. 

Under the supertranslation u' = u - 01(0) + 
O(r-l), the function O'O(u, 0) transforms as20 

0'0' = 0'0 - ! sin 0(0I.2/Sin 0).2, (26) 

while the mass aspect becomes 

(1f~ + 1f;~), = (1f~ + 1f;~) - s~;/ 0 

. [(O'~o + o'~o) sin2 0],2 - !(0I.2)2(O'~00 + o'~oo). (27) 

The supertranslations affect the various multipoles 
defined in Sec. II. To see this, it is only necessary 
to work with infinitesmal transformations. Let 01(0) = 
- E(O) = an infinitesmal. Then under 

u' = u + E(O), (28) 

the multipole aspects and 0'0 transform as 

0'0' = 0'0 + ! sin 0(E.2/Sin 0).2, 

(1f~ + 1f;~), = (1f~ + 1f;~) + (E, dsin2 
0) 

X [(O'~o + o'~o) sin2 
0] .2, (29) 

1f~' = 1f~ - (3/2v2)E.2 {( 1f~ + 1f;~) + (O'~oo'° - o'~oO'O) 

+ (2 sin Ofl[(sin Orl (I0'° - o'0 } sin2 0) .212}, 

1f~' = 1f~ - 2v2E.21flO. 

As a special case, showing how the multipoles are 
affected, we take 

01(0) = -E(O) = -(eoPo + EIPI + E2Pa, 

O'o(u, 0 = B2 (u) p 2
2 + Ba (11,) P:, (30) 

---....; 

20 In these transformation equations, the left-hand sides 
are functions of the new (primed) coordinates, while the 
right-hand sides are functions of the old coordinates. Hence 
a Taylor expansion must be made on the unprimed quantities 
to obtain useful results. This is done in the examples which 
will be given. 
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where the Ek are real infinitesmal numbers, P" and P! 
are Legendre polynomials of argument cos e, and 
the Bk(u) are complex functions of u. 

In Sec. III it was shown that the multipole 
aspects can be expressed as finite series in Legendre 
polynomials: 

(lfg + iP~) = E Fm(u)P", 
o 

lf~ = E Gm(U)P~, (31) 
1 

where mass, linear momentum, complex dipole, and 
quadrupole moments are proportional to Fo, F l , 

Gl , and H 2 , respectively, as illustrated by Eqs. (16) 
and the discussion following. It is easily shown by 
Eqs. (29) that a supertranslation does not affect 
the form of the series (31), only the number of 
terms in each series is changed. Hence after an 
infinitesmal supertranslation Eq. (28) we have, writ­
ing bk for HBk + 13k ), 

(lf~ + iP~), = E F :'(u')P .. , (32) 
o 

where the new mass and linear momentum are 
given by 

-2m'(u') == F~(u') = Fo(u') - EoFo.o(u') 

- ·hlFl.O(u') - ·h2[F2.0(u') + 48b2.0(u')], (33) 

-6P'(u') == Ff(u') = Fl(u') - EoFl.O(u') 

- El[Fo.o(u') + tF2,O(u') + -¥b2 •0(u')] 

- E2[tFl •O(u') + -/r;Fa.o(u') + 2~8ba.o(u')]. 
It is evident that the supertranslation brings about 
more of a change than might at first be expected. 
The new mass is a function of the original mass, 
its time derivative, the time derivative of the old 
linear momentum, a component of the news func­
tion, and a higher term (F?) of the series, Eq. (31). 
Likewise the new linear momentum is a complicated 
function of the original news, mass, momentum 
and higher terms. 

The complex dipole and quadrupole moments 
transform in similar fashion. After applying the 
supertranslation to Eqs. (22) we obtain 

-l[D'(u') + iL'(u')] == G~(u') = Gl(u') - EoGl,O(U') + E\ {(~/2v'2)Fo(1t') - (3/10v2)F2(u') - IG2 •o(u') 

+ ¥v2[Ba.o(u')Ba(u') - B •. o(u')B.(u')] + Wv2[B2.0(u')Bz(u') - B2.o(u')B2(u')] 

+ !v2[B2(u') - B2(u')]} + E2{iGl.O(U') - llGa.o(U') + (9/1Ov2)Fl(u') - (27/70v2) Fa (u') 

X ¥v2-B 2 •o(u')Ba(u') - B 2 •o(u')Ba(u') + B2(u')Ba.o(u') - B2(u')Ba.o(u')] + ¥v2[Ba(u') - Ba(u')]} , (34) 

-hQ'(u') == H~(u') = H 2(u') - EoH 2 •0(u') + Ediv2Gl(u') - tv2Ga(u') - fHa.o(u')] 

+ E2[+v2G2(u') - t¥-v2G4(u') + tH2.0(U') - fH 4 •0(u')]. 

Although the components of (,.0 do not enter explicitly in the transformed quadrupole moment, they 
occur implicitly in the H2(u'), through the time-development equations (13). Furthermore the Fk(u') and 
Gk(u') are determined by the choice of qO, and have been calculated in the example given in Sec. III, Eqs. (22). 

From a study of this example it appears as if, by an appropriate choice of the E'S in the expansion of aCe), 
one can make at any given "time" u all the mass multipoles except the monopole equal to zero. In this 
example, it would involve solving the two simultaneous equations for El and E2 obtained by setting D'(u') 
and the real part of Q' (u') equal to zero. 
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Inequality with Applications in Statistical Mechanics* 

COLIN J. THOMPSONt 

Department of Physics, University of California, San Diego, La Jolla, California 
(Received 18 March 1965) 

We prove for Hermitian matrices (or more generally for completely continuous self-adjoint linear 
operators in Hilbert space) A and B that Tr (eA+B) ~ Tr (eAeB). The inequality is shown to be 
sharper than the convexity property (0 ~ a ~ 1) Tr (eaA+(I-a)B) ~ [Tr (eA )]a[Tr (eB)]l-a, and its 
possible use for obtaining upper bounds for the partition function is discussed briefly. 

1. SUMMARY 

OUR results are summarized III the following 
theorems. 1 

Theorem I. For two n X n Hermitian matrices 
A andB 

(1) 

Theorem II. For two n X n positive-definite ma­
trices A and B, and 0 ~ a ~ 1, 

Tr (A aBI
-

a) ~ [Tr (A)]a[Tr (B)y-a. (2) 

Proofs of these theorems (which carryover to com­
pletely continuous self adjoint linear operators in 
Hilbert space) are given in the following two sections. 

A consequence of Theorems I and II is2
: 

Corollary: For two n X n Hermitian matrices A 
and B, and 0 ~ a ~ 1, 

Tr (eaA+U-a)B) ~ [Tr (eA)]a[Tr (eB)]'-a. (3) 

The convexity property (3) has been used3 to 
obtain an upper bound for the partition function 
(in the usual notation) Z = Tr (e-~H) of an antifer­
romagnetic chain. Equation (1) can also be used to 
obtain upper bounds for the partition function if 
we separate the Hamiltonian in a way that enables 
us to compute the upper bound. In view of (2), the 
inequality (1) is sharper than (3), so that in general, 
(1) will probably give us better bounds than (3). 
Work along these lines is at present in progress. 

2. PROOF OF THEOREM I 

The proof rests on the following two Lemmas. 

Lemma 1. For an n X n matrix X, 

t Present address: The Rockefeller Institute, New York, 
N.Y. 10021. 

* Supported by the U. S. Air Force Office of Scientific 
Research, under AF Grant No. AF-AFOSR-61O-64, Theory 
of Solids. 

I Theorem I, and Lemma 2 in Sec. 2 (for positive-definite 
matrices only), have recently been proved independently by 
S. Golden, Phys. Rev. 137, B1127 (1965). 

2 D. Ruelle, Helv. Phys. Acta 36,789 (1963). 
a R. B. Griffiths, Phys. Rev. 136, A751 (1964). 

(4) 

where m is a positive integer and t denotes Hermitian 
conjugate. 

Lemma 2.' For two n X n Hermitian matrices 
A and B, 

(5) 

where k is a positive integer. 

Lemma 1 is a special case of a theorem due to 
Wey1.4 

To prove Lemma 2, we first note that with X = 
AB, xt = BA in Lemma 1, we have 

(6) 

where the last equality follows from the cyclic prop­
erty of the trace. We now proceed by induction. 

The case k = 1 of (5) is just the case m = 1 of 
(6). And if we assume (5) to be true for k = l, we 
have from (6) 

ITr (ABf'+'1 = ITr (AB? (2') 1 ~ ITr (A 2 B2)21 I. 
The result follows if we then use our inductive as­
sumption with A2 and B2 in place of A and B. 

The theorem is proved from Lemma 2 by taking 
I + 2-kA and I + 2-kB in place of A and B, re­
spectively, and proceeding to the limit k ~ ex>. 

We remark that the obvious generalization of (5), 
namely, 

(7) 

is not true, so that Theorem I has no obvious gen­
eralization. A counter example to (7) (for k = 1) is 

A=l~:~l'B=l ~: 
o 0 1J -2 0 

-2

j 0, 

1 
C = l~ : ~l' (8) 

102 

'H. Weyl, Proc. Nat!. Acad. Sci. U. S. 35, 408 (1949); 
see also G. Polya, ibid. 36, 49 (1950). 

1812 
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for which Tr (A2B2C2) = Tr (B2A 2C2) = ° and 
Tr (ABC)2 = 9. 

3. PROOF OF THEOREM II 

We order the eigenvalues ai of A, and bi of B 
in decreasing order, al 2: a2 2: ... 2: an 2: 0, 
bl 2: b2 2: ... 2: b" 2: 0, and use Fan's result5 

k k 

1: (<Pi' Bl-"<Pi) ~ 1: b!-", k = 1,2, ... ,n, 
i-I i=1 

which holds for an arbitrary orthonormal set of 
vectors {<Pi}' Choosing the <Pi to be eigenvectors of 
A and summing by parts gives us 

" Tr (A "B1-") = 1: a~(<pi' B1-"<Pi) 
,=1 

6 K. Fan, Proc. Natl. Acad. Sci. U. S. 35, 652 (1949). 

JOURNAL OF MATHEMATICAL PHYSICS 

= [Tr (A)]"[Tr (B)]l-", 

where the last inequality is just Holder's inequality 
for positive real numbers. 
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The problem of a characteristic electromagnetic wave incident obliquely on a plane boundary be­
tween two different gyrotropic plasma media is solved. Two characteristic transmitted waves and two 
characteristic reflected waves will result. The corresponding reflection and transmission coefficients 
have been evaluated. The particular degenerate cases of free space-gyrotropic medium, gyrotropic 
medium-free space, and gyrotropic medium-perfect conductor are solved in the appendices. 

I. INTRODUCTION 

OVER the past half-century, many attacks have 
been made on selected portions of the prob­

lem of oblique incidence of electromagnetic waves 
from free space on a sharply bounded ionosphere. 
The isotropic case has been discussed in detail by 
Strattonl and by Budden,2 and their results are in 

* The research reported in this paper was sponsored in 
part by the Air Force Cambridge Research Laboratories, 
Office of Aerospace Research, U. S. Air Force, Bedford, 
Massachusetts, under Contract No. AF 19(604)-7270, at the 
Antenna Laboratory, The Ohio State University, Columbus, 
Ohio. 

t Consultant to the Antenna Laboratory, Department of 
Electrical Engineering, The Ohio State University, Columbus, 
Ohio; Electrical Engineering Department, The University of 
Kansas, Lawrence, Kansas. 

1 J. A. Stratton, Electromagnetic Theory (McGraw-Hill 
Book Company, Inc., New York, 1941). 

I K. G. Budden, Radio Waves in the Ionosphere (Cambridge 
University Press, Cambridge, England, 1961). 

agreement with the ones found originally by Snell 
(1591-1626), Fresnel (1788-1827), and Brewster 
(1781-1868). Booker3

-
6 treated the obliquely in­

cident wave in the anisotropic ionosphere and derived 
the well-known "Booker quartic equation" for the 
refractive index, and his results are given in detail 
by Budden.2 Bremmer6 gave an expression for the 
reflection coefficients, applicable to the lossless case. 
Yabroff gave curves showing reflection coefficients 
as a function of the angle of incidence for various 
directions of the earth's magnetic field. Additional 

3 H. G. Booker, Proc. Roy. Soc. (London) A155, 235 
(1936). 

4 H. G. Booker, Phil. Trans. Roy. Soc. London A237, 411 
(1939). 

6 H. G. Booker, J. Geophys. Res. 54, 243 (1949). 
6 H. Bremmer, Terrestrial Radio Waves (Elsevier Publish­

ing Company, New York, 1949). 
71. W. Yabroff, Proc. IRE 45, 750 (1957). 
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detailed discussion of this problem has been given 
by Budden.2 

During the past two years a study of electro­
magnetic scattering by three-dimensional iostropic 
plasma bodies has taken place8

•
9 in the Antenna 

Laboratory, The Ohio State University, Columbus, 
Ohio. A modified geometrical-optics method has 
been used with excellent results. It has been sug­
gested9 that this method be extended to anisotropic 
three-dimensional plasma bodies where no general 
theoretical solution has been given up to now. The 
present paper and its appendices could be applied 
to this problem. 

In the present paper the problem of a char­
acteristic electromagnetic wave incident obliquely 
on a plane boundary between two different gyrotropic 
plasma media is solved. It is shown that two char­
acteristic transmitted waves and two characteristic 
reflected waves will result. The corresponding re­
flection and transmission coefficients are evaluated. 
The important particular degenerate cases of free 
space-gyrotropic medium, gyrotropic medium-free 
space, and gyrotropic medium-perfect conductor 
are solved in the appendices. 

Some related gyrotropic boundary-value problems 
have been discussed previously by the author10- 12 

and an extensive bibliography has been given~o.12 

II. BOOKER QUARTIC EQUATION 

Let a plane electromagnetic wave propagate in a 
homogeneous, gyrotropic, plasma medium in an ar­
bitrary direction with respect to the coordinate sys­
tem. Assuming harmonic time variation exp (+iwt), 
each field component of this wave will contain the 
factor 

8 L. Peters, Jr., W. G. Swarner, and D. T. Thomas, "Fur­
ther Studies of the Radar Cross Section of Plasma-Clad 
Bodies." Second Symposium on Plasma Sheath, Boston, 
Massachusetts, 1962 (Pergamon Press, to be published). 

9 L. Peters, Jr., et al., "Second Annual Summary Report," 
1 May 1961-30 August 1962, Antenna Laboratory, The Ohio 
State University, Columbus, Ohio, Report No. 1116-23, 
1 September 1962. 

10 H. Unz, "Propagation in Transversely Magnetized 
Plasma between Two Conducting Parallel Planes," (includes 
Bibliobraphy). Report No. 1021-9, pp. 1-53, 15 October 
1961, Antenna Laboratory, The Ohio State University, 
Columbus, Ohio. 

n H. Unz, "Electromagnetic Waves in Longitudinally 
Magnetized Ferrites between Two Conducting Parallel 
Planes," Report No. 1021-10, pp. 1-40, 1 December 1961, 
Antenna Laboratory, The Ohio State University, Columbus, 
Ohio. 

12 H. Unz, "Propagation in Arbitrarily Magnetized Ferrites 
between Two Conducting Parallel Planes," (includes Bibliog­
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exp (-ink·R) 

= exp [-ik(SlX + S2Y + qz)] (1) 

where n = c/v is the refractive index and JkJ = 
k = w/c. One may obtain from Eq. (1) 

(2) 

Taking 0 as the angle between the direction of the 
wave normal and the positive z axis, one obtains 

q = n cos 0, (3a) 

and using Eq. (2) also 

(S~ + ~)i = nsin O. (3b) 

The direction cosines of the wave normal are 

cos T' = SI/n; cos Til = Sdn; cos 0 = q/n, (3c) 

where T', T", 0 are the angles of the wave normal 
with the corresponding axes x, y, z. The value of 
the refractive index n may be determined for a 
given wave with known SI, S2, once the variable q 
has been found, by using Eq. (2). The value of the 
variable q may be found as a solution of the Booker 
quartic equation. 

Consider a plane electromagnetic wave in a homo­
geneous, gyrotropic, plasma medium, for which all 
field components depend on x, y, z only through 
the factor given in Eq. (1). Then we may write 
symbolically 

a/ax == -ikSI ; a/ay == -ikS2 ; a/az == -ikq. (4) 

The fields in the gyrotropic plasma medium must 
satisfy the first Maxwell's equation 

V xH = iwD = iW(EoE + P). (5a) 

Using Eq. (4), this may be rewritten in a matrix 
form 

where flo 

[ShoH = -[1]E - (1/ Eo)P (5b) 

(ILo/ Eo) " the matrix [S] is defined by 

[8] 

-q 

o (5 c) 

and the identity matrix [I] is defined by 

[1] (5d) 

The second Maxwell's equation for the gyrotropic 



                                                                                                                                    

SCATTERING OF ELECTROMAGNETIC WAVES 1815 

plasnrra medium 

V xE = -iwB = -iwJ.loH 

may be written in a nrratrix form as follows: 

(6a) 

incidence, one can define the "upgoing" waves (in 
the positive z direction) by 

(Ua) 

[S]E = 71oH. 
and the "downgoing" waves (in the negative z 

(6b) direction) by 

In a gyrotropic plasma medium one may find the 
constitutive relation 

(7) 

where the derivation of the matrix [M] has been 
given by Budden2 and may be found in Appendix A. 
The nrratrix [M] is usually called the susceptibility 
matrix. 

Substituting Eqs. (6b) and (7) into Eq. (5b) and 
rearranging, one may find 

{[S][S] + [1] + [MJ}E = 0 (8) 

which is equivalent to three homogeneous equations 
with three unknowns E~, Eu, E •. For a nontrivial 
solution, the determinant of the coefficients must 
be zero: 

det 1[s][S] + [1] + [M] 1 = O. (9) 

Equation (9) gives a quartic equation for the vari­
able q which is called the Booker quartic: 

F(q) == aq4 + {3q3 + ,,/q2 + 8q + E = O. (10) 

The derivation of the Booker quartic has been given 
by Budden2 and it may be found in Appendix B. 

For each homogeneous, gyrotropic plasma medium 
one will have in general four distinct solutions for q, 
noted as ql, q2, q., q •. Two of them belong to upgoing 
waves and two of them belong to downgoing waves. 
In the general case when Z is not zero, no root of 
the Booker quartic can be real: two of the roots 
must have negative imaginary parts, and the other 
two must have positive imaginary parts. For oblique 

(Ub) 

The real part of q nrray be either positive or negative, 
i.e., the directions of the wave normal and the "ray" 
could be different. 

When Z = 0, the coefficients in the Booker 
quartic are all real, and the roots are therefore 
either real or are conjugate complex pairs. To decide 
whether a real value of q refers to an upgoing or 
downgoing wave, it is convenient to give Z a very 
snrrall nonzero value, and to examine the sign of 
1m (q) as above. A more detailed discussion of the 
above has been given by Budden.2 

ill. FIELD COMPONENTS 

Equation (8) gives three homogeneous linear equa­
tions with three unknowns, the details of which are 
given in Appendix B. For a nontrivial solution 
the determinantal Eq. (9) should hold, and one 
obtains the Booker quartic equation for the q vari­
able. According to the theory of homogeneous, linear 
equations, one nrray ignore now the last equation 
implicit in (8); the remaining two equations may 
be rewritten as follows from Appendix B. 

(1 - l - S~ + M",,,,)E,,, + (SIS2 + M",u)Eu 

= -(SI" + Mzz)E., (12a) 

(SIS2 + Mu",)Ez + (1 - q2 - S~ + Mu.)E. 

= -(S2q + M •• )E., (12b) 

where the components of the matrix [M] may be 
found in Appendix A. From Eqs. (12) one may find 
E~ and E. in terms of the E. component 

Ez -(Slq + M",.)(l - q2 - S~ + M •• ) + (SIS2 + M",y)(S2Q + My.) 
E. = 1rz = (1 - q2 - S~ + Mz",)(l - q2 - S~ + M •• ) - (SIS2 + Mz.)(SIS2 + M.z) 

(13a) 

E. -(1 - Q2 - S~ + M zz)(S2q + M •• ) + (Slq + M z,)(SIS2 + M .. ) 
E. = 1r. = (1 - l - S: + M zz)(l - q2 - S~ + M •• ) - (SIS2 + Mzy)(SIS2 + M.z) 

From Eq. (6b) and using the definitions above, one may obtain 

710Hz/E. = 71", = S2 - q7r., 

71oH ,JE. = 71" = - SI + q1rz, 

71oH./E. = 71. = -S27rz + SI7r •• 

(13b) 

(13c) 

(13d) 

(13e) 
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Equations (13) give all the field components in a 
homogeneous, gyrotropic plasma medium in terms 
of the E. component. Once E. has been found, all 
the rest of the field components of the hybrid wave 
may be found. 

IV. REFLECTED AND TRANSMITTED WAVES 

Consider a horizontal plane boundary z = 0 be­
tween two homogeneous, gyrotropic plasma media, 
and let the x, y axes be in the boundary plane and 
the z axis be measured vertically upward (Fig. 1). 
The two different media will be denoted by "A" 
and liB". The value of the field quantity F at 
z = 0 on the boundary in the top medium "B" 
will be denoted by F( +0), and the corresponding 
value in the bottom medium "A" will be denoted 
by F( -0). These are the values immediately ad­
jacent to the boundary, on opposite sides of it. 
Then the following boundary conditions must hold: 

Ez(+O) = Ez(-O), 

Eu(+O) = Eu(-O), 

Hz(+O) = Hz(-O), 

H.(+O) = H.(-O). 

There are two additional boundary conditions: 

D.(+O) = D.(-O), 

B.(+O) = B.(-O). 

(14a) 

(14b) 

(14c) 

(14d) 

(15a) 

(15b) 

However, the boundary conditions in Eqs. (15) are 
equivalent to boundary conditions in Eqs. (14) and 
may be derived from them, through Maxwell's equa­
tions. Therefore, they will not be needed here. 

Let a characteristic wave be incident on the 
boundary z = 0 from medium A below, with its 
wave normal making the angles T', Til, 01 with the 

Medium B 

Xa • Va. Z. 

;r- Boundary 

Medium A 

XA,VA I ZA 

(j)Or@ 

CD 

® 

FIG. 1. Oblique incidence on plane boundary. 

corresponding x, y, z axes, in a clockwise direction. 
In case the above angles are complex, they will rep­
resent an inhomogeneous plane wave2

• In general, 
there are two possible characteristic waves in medium 
A, incident on the plane boundary z = 0 from below, 
and the following analysis applies to both of them 
equally well. Any field component Fi in the incident 
wave is given by 

Fi = Fi exp [-ik(SlX + S2Y + qAZ)], (16) 

where Fi is a constant. One could take qA = q~ 
or qA = q~ where both are "upgoing" waves in the 
positive z direction defined by Eq. (lla). The values 
of ql~2 are derived from the corresponding Booker 
quartic equation given in Appendix B. 

In general, there will be two reflected waves in 
the lower medium A and two transmitted waves in 
the upper medium B, with their corresponding wave 
normals at angles Or (actually Or3, Or4) and Ot (actually 
Otl, Ot2), respectively, as measured from the positive 
z axis in a clockwise direction (Fig. 1). For the case 
of normal incidence, each set will correspond to the 
ordinary and the extraordinary wave. 

Any field component Fr for the reflected waves 
in the lower medium A is given by 

F r3 = F; exp [-ik(SlX + S2Y + q~z)], (17a) 

Fr4 = Fl exp [-ik(SlX + S2Y + q~)], (17b) 

where F~ and F~ are constants. q~ and q~ will be 
two solutions of the Booker quartic equation in 
medium A and will be defined by Eq. (llb), giving 
"downgoing" waves in the negative z direction. 

Any field component F t for the transmitted waves 
in the upper medium B is given by 

Ftl = F: exp [-ik(SlX + S2Y + q~z)], (18a) 

(18b) 

where F~ and F~ are constants. q~ and q~ will be 
two solutions of the Booker quartic equation in 
medium B and will be defined by Eq. (lla), giving 
"upgoing" waves in the positive z direction. 

In Eqs. (16), (17), and (18) all the field components 
depend on the same exponential form in their varia­
tion in the x, Y directions. This is necessary since 
they will have to obey the boundary conditions in 
Eqs. (14) at z = 0, where the x, Y dependence of all 
components should be cancelled out. In other words, 
once Sl and S2 have been determined for the given 
incident wave, their values remain the same for 
the reflected waves and the transmitted waves. The 
values of the angles of reflection 8r and the angles 
of transmission 8t may be found from the given 
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values 81> 8 2 , and the corresponding values qa~ and 
ql~2 found from the Booker quartic equation, in 
accordance with the relationships given in Sec. II. 

v. REFLECTION AND TRANSMISSION 
COEFFICIENTS 

The boundary condition in Eq. (14a) states that 
the x component of the total electric field is con­
tinuous across the boundary z = 0 as one passes 
from medium B to medium A. Taking z = 0 in 
Eqs. (16), (17), (18) and substituting into Eq. (14a) 
one obtains 

E;1 + E;a = E! + E;a + E;, (19a) 

where the term exp [-ik(8 Ix + 82y)] has been 
canceled on both sides. Similarly, by substituting 
as above in the rest of the boundary conditions 
given in Eqs. (14), one obtains 

E!1 + E!2 = E! + E;a + E;4, (19b) 

H!1 + H!2 = H! + H;a + H;4, 

H!1 + H!2 = H! + H~a + H~4. 
(19c) 

(19d) 

Using Eqs. (13), one may rewrite Eqs. (19) in terms 
of the corresponding E. components, as follows: 

7r:lE:1 + 7r~E!2 - 7r:aE;a - 7r:~;4 = 7r~E~, (20a) 

7r:IE!1 + 7r~E!2 - 7r:aE;a - 7r~E;4 = 7r~!, (20b) 

71:IE!1 + 1/:2E!2 - 1/:aE;a - 1/:~;4 = 1/~!, (20 c) 

1/:IE!1 + 1/:2E;2 - 1/~3E;3 - 1/~4E;4 = 'I/~!, (2Od) 

where the subscripts 1, 2, 3, 4 represent the waves 
corresponding to ql, q2, qa, q4; the superscripts A, 
B represent plasma medium A and medium B, and 
the superscripts t, r, i represent the transmitted 
waves, the reflected waves, and the incident waves, 
respectively (Fig. 1). Terms on the right-hand side 
in Eqs. (20) for the incident waves could be used 
for either of the two "upgoing" incident character­
istic waves in plasma medium A, i.e., one could 
take either qA = q~ or ~ = q~. Both cases are 
included in the present choice of notation for the 
incident wave. 

Equations (20) are four inhomogeneous linear 
equations with four unknowns, E;l> E:2, E;3, E:4, 
where the value of E! is known. Those equations 
may be solved, by using determinants, to give 

A B A A 
7r", 7rx2 7r%3 7r",4 

E;1 1 A B A A 

Tl =-=- 7ru 7r.2 7ru3 7r.4 (21a) 
E! D A B A A 

1/", '1/%2 1/%3 1/%4 

A B A A 
'l/u 1/.2 'I/.a 1/.4 

B A A A 
7r%1 7r% 7r%3 7r%4 

T = E!2 1 B A A A 
7r.1 7ru 7r.3 7r.4 

2 E! -D 
B A A A 

'1/%1 '1/% '1/.3 '1/%4 

(21b) 

B A A A 
'1/.1 '1/. '1/.3 '1/.4 

B B A A 
7r%1 7r%2 7r% 7r%4 

R = E;a = -1 
B B A A 

7r .1 7ru2 7r. 7r.4 

a E! D B B A A 
'1/%1 '1/%2 '1/% '1/%4 

(21 c) 

B B A A 
'l/ul '1/.2 1/. '1/.4 

B B A A 
7r%l 7r%2 7r%a 7r% 

R = E;4 = -1 
B B A A 

7r .1 7r.2 7r.3 7r. 

4 E! D B B A A 
'1/%1 '1/%2 '1/%3 '1/% 

(21d) 

B B A A 
'l/ul '1/.2 1/.a '1/. 

B B A A 
7rzl 7r%2 7r%3 7r%4 

B B A A 

D= 7r .1 7r .2 7r.3 'll"u4 (21 e) 
B B A A 

'l/zl '1/%2 'I/%a 1/%4 

B B A A 
'1/.1 1/.2 1/.a 1/.4 

Equations (21) represent the solution of the prob­
lem in terms of transmission and reflection coeffi­
cients. 

We will get one set of solutions in Eqs. (21) for 
the incident characteristic wave of the first kind 
qA = q~, and another set of solutions for the incident 
characteristic wave of the second kind qA = q~. 
The two incident characteristic waves are independ­
ent of each other and their solutions could be super­
imposed. The corresponding transmission and re­
flection coefficients could be rewritten for the two 
cases as follows: 

ITI = E!I/E!I, t i 2TI = E.dE'2 (22a) 

IT2 = E!2/E!I, t / i 2T2 = E.2 E'2 (22b) 

IRa = E;a/E!I' 2Ra = E;3/E!a (22 c) 

lR, = E;4/E!I, 2R, = E;4/E!2 (22d) 

and their values may be found from the correspond­
ing Eqs. (21). 

VI. SUMMARY 

The problem of a characteristic electromagnetic 
wave incident obliquely on a plane boundary be­
tween two different gyrotropic plasma media has 
been solved. The amplitudes of two characteristic 
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transmitted waves and two characteristic reflected 
waves have been found. The corresponding reflec­
tion and transmission coefficients have been eval­
uated in terms of four-by-four determinant ratios. 

The above general solution may be used for par­
ticular cases, when one medium is free space, or a 
perfect conductor. However, in those cases the gen­
eral solution will become degenerate, and one will 
have to find the results by evaluating indetermined 
forms. It will be much simpler to solve the par­
ticular problems by starting from the beginning, 
along lines similar to the above general solution. 

Solutions of some important particular cases may 
be found in the Appendices. In Appendix C the 
problem of a plane electromagnetic wave with ar­
bitrary polarization incident in free space on a 
general gyrotropic plasma medium with a plane 
boundary is solved. In Appendix D the problem 
of a characteristic electromagnetic wave in a gen­
eral gyrotropic plasma incident on a free space 
with a plane boundary is solved. In Appendix E 
the same problem is solved when the characteristic 
wave is incident on a plane boundary of a perfect 
conductor. All the above solutions are degenerate 
cases of the general solution given previously. 

The above solutions may be used for the study 
of electromagnetic scattering by three-dimensional 
gyrotropic plasma bodies by using the modified 
geometrical-optics method.s .G Some inherent dif­
ficulties might be encountered there, especially since 
the normal of the phase front of the wave does not 
usually have the same direction as the energy flow. 2 

Another related problem of interest will be the 
problem of an electromagnetic wave of arbitrary 
polarization in free space incident obliquely on a 
general gyrotropic plasma slab, which could be 
solved along lines similar to the above. The solu­
tion of this problem will be given elsewhere.I3 
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APPENDIX A: THE SUSCEPTIBILITY MATRIX 

The derivation of the susceptibility matrix [MJ 
introduced in Eq. (7) has been given by Budden.2 

However, in the following analysis we will use al­
ternative notation in accordance with Ratcliffe14 and 
the present author15

•
16 for the derivation of the 

matrix [MJ. Taking the charge of the electron as 
-e (where e = lei is a positive number) and de­
noting the static magnetic field by H o, one may 
define: 

x = w'tv/c/ = Ne2/Eo'fYUJJ\ (Ala) 

Y = (iJH/W = p-oeHo/'fYUJJ 

= Y"i" + Yuiu + Y.i., (Alb) 

U = 1 - iZ = 1 - i.,,/w. (AI c) 

It can be shown14
•
15 that the constitutive relations 

are 

-EoXE = UP + icY xP). (A2) 

Equation (A2) is similar to the one given by Budden,2 

except that according to Eq. (Alb) there is a dif­
ference in the sign of Y between the present usage 
and his definition. 

Equation (A2) may be rewritten in a matrix 
form as follows: 15 

EO[E] = [YJ[P] (A3a) 

[YJ=-~[i~. 
-iYu 

-iY. 
iY

u j 
-iY" . 

U 

(A3b) u 
iY" 

From Eq. (A3a) one may obtain 

(l/Eo)[P] = [YJ-l[E] = [M] [E] , (A4a) 

where [M] is called the susceptibility matrix. It 
may be found 15 to be 

r 
U2 - Y! iUY. - Y"Yy -iUYy - Y"Y'j 

[M] -X 'UY Y Y U2 _ y2 'UY Y Y = U(U2 _ y2) -2 • - "u u 1,,, - u • . 

iUYy - Y"Y. -iUY" - YuY. U2 - Y! 

(A4b) 

18 H. Unz, "Oblique Incidence on General Magneto-Plasma Slab," Antenna Laboratory, The Ohio State University, 
Columbus, Ohiol Report 1116-36 (1963), pp 1-18. 

14 J. A. RatclIffe, The Magneto-Ionic Theory and Its Applications to the Ionosphere (Cambridge University Press, Cambridge, 
England 1959). 

U H. bnz, "The Magneto-Ionic Theory for Drifting Plasma," IRE, Trans. Antennas Propagation 10,459 (1962). 
18 H. Unz, "Drifting Plasma Magneto-Ionic Theory for Oblique Incidence," IEEE, Trans. Antennas Propagation 13, 595 

(1965). 
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Taking into account our definition in Eq. (Alb), 
the matrix [M} above may be shown to be identical 
with the one given by Budden.2 

APPENDIX B: BOOKER QUARTIC EQUATION 

The Booker quartic equation may be derived 
from the determinantal equation given in Eq. (9): 

det 1[8][8] + [1] + [M] 1 = 0, (B1a) 

where the matrix [8] and the identity matrix [1] 
are defined in Eqs. (5c) and (5d), respectively, and 
the matrix [M} is given in Appendix A. Equation 
(B1a) may be rewritten explictly in the following 
form: 

1 - q2 - S; + M zs SlS2 + M zu Slq + M z• 

SlS2 + Mys 1 - q2 - S~ + Muu S2Q + My< = o. (BIb) 

SlQ + M.s S2Q + M.u 1 - S~ - S2 + M .. 

Equation (BIb) is identical with the one given by 
Budden.2 Developing the determinantal equation 
above, one will obtain in accordance with Budden2 

F(q) ;: aq' + flq3 + -yq2 + 8q + E = 0, 

where by defining 

(B2) 

sin 8j = (S1 2+ S;)i, 

S~+S;+C2=1. 

(C2b) 

(C2c) 

Similarly, let us represent each component of the 
reflected wave from the plane boundary back into 
free space by 

~ = Y! + Y: + y!, 

C2 = 1 - S~ - S;, 

(B3a) Fr = r exp [-ik(SlX + S2Y - Cz)], (C3) 

(B3b) where similarly one has 

the coefficients in Eq. (B2) will be of the form 

a = U(U2 - Y~ + X(Y! - U2), (B4a) 

fl = 2XY,(SlY" + S2Yy), (B4b) 

-y = 2(C2U - X)[y2 - U(U - Xj] 

+ X[y2 - C2y! + (SlY,. + S2 Yy)2], 

8 = -2C2XY.(SIY,. + S2YU) = -C2fl, 

E = (C2U - X)[(C2U - X)(U - X) - C2y2] 

(B4c) 

(B4d) 

- C2X(SIY" + S2Yy)2. (B4e) 

Several particular cases are discussed in detail by 
Budden.2 

APPENDIX C: FREE SPACE-GYROTROPIC 
MEDIUM 

In the following analysis we will consider a plane 
wave in free space, of arbitrary polarization, ob­
liquely incident on a plane boundary of an ar­
bitrary gyrotropic plasma. We will assume in Fig. 1 
that medium A is free space (XA = 0) and medium 
B is the gyrotropic plasma. Let us represent each 
component of the field of the incident wave in free 
space by 

FI = F j exp [-ik(SlX + S2Y + Cz)} (Cl) 

where one has2 

cos 8r = -C, (C4a) 

sin 8r = (S~ + S;)i, (C4b) 

8r = 11" - 8j • (C4c) 

There will be two characteristic transmitted waves 
into the general gyrotropic plasma medium, and 
their field components will be of the form 

Fu = F: exp [-ik(SlX + S2Y + q~z)], (C5a) 

Ft2 = F: exp [-ik(SlX + S2Y + q~)J, (C5b) 

where Eqs. (C5) will represene "upgoing" waves 
in the positive z direction, as defined by Eq. (lla). 

Applying the boundary conditions at z = 0 in 
Eqs. (14) one obtains from Eqs. (Cl), (C3), and 
(C5), after canceling exp [-i(SlX + S2Y)] 

E!l + E!2 = E! + E;, (C6a) 

E!l + E!2 = E~ + E~, (C6b) 

H!l + H!2 = H! + H~, (C6c) 

H!l + H!2 = H! + H;. (C6d) 

It is well known1 that for a plane wave in free 
space, exp (-";k·R), one has 

E·k = 0, (C7a) 

H = (l/"'JLo)(k)( E), (C7b) 

cos 8j = C, (C2a) where k is the vector wavenumber in the direction 
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of propagation. One has for the incident wave ac­
cording to Eq. (01): 

k; = k[S1iz + S2i. + Ciz). (C8) 

Using Eqs. (C7) and (C8) one obtains for the 
incident wave 

CE! = - S1E! - S2E~, 

T/oH! = -S2E! + S1E~, 
T/oH; = S2E! - CE~, 

T/oH! = CE! - S1E!. 

From Eqs. (C9) one may obtain 

(C9a) 

(C9b) 

(C9c) 

(C9d) 

CT/oH! = -S1S2E! - (1 - S~)E~, (CIOa) 

CT/oH! = (1 - S~)E! + S1S2E~. (ClOb) 

Using Eqs. (C9a), (C9b), and (ClO), one may ob­
tain all the field components of the incident wave 
in free space if E! and E! are known. They are in­
dependent because of the arbitrary polarization of 
the wave. Similarly, one has for the reflected wave 
according to Eq. (C3): 

(C11) 

Similarly to the above one may obtain the field 
relations for the reflected wave in the form 

CE: = S1E; + S2E;, 

T/oH; = -S2E; + S1E;, 

CT/oR,: = S1S2E: + (1 - S~)E:. 

CT/oH~ = -(1 - SDE; - S1S2E;, 

(CI2a) 

(CI2b) 

(C12c) 

(CI2d) 

where all the components of the reflected wave 
are determined from E; and E; for the arbitrary 
polarized reflected wave. 

Substituting Eqs. (13), (ClO), and (CI2) in the 
boundary conditions in Eqs. (C6) and rearranging, 
one may obtain 

+ (1 - SDE; = S1S2E! + (1 - SDE~, 

CT/~E:1 + CT/:2E!2 + (1 - S;)E; 

+ S1S2E; = (I - SDE! + S1S2E~. 

(CI3a) 

(CI3b) 

(C13c) 

(C13d) 

From Eqs. (CI3) one is able to find the unknowns 
E.;, E.~, E;, E~ if the incident wave components 
of the electric field E!, E! are given, by the use 
of determinants. 

Mter rearranging, one obtains 

D= 

B 1I"z2 
B 

11".2 

-1 

o 
o 
-1 

1 - S~ 

iDE!1 = E! -CT/~2 S1S2 1 - S~ 

CT/:2 1 - S~ S1S2 

-1 o 
- E! -CT/~2 S1S2 1 - S~ 

CT/:2 1 - S; S1S2 

11":1 0 -1 

iDE!2 = -E! -CT/~1 S1S2 1 - S~ 

CT/:1 1 - S~ S1S2 

+ E! -CT/~1 S1S2 1 - S~ 

CT/:1 1 - S; S1S2 

(C14a) 

(C14b) 

(CI4c) 

The values of E; and E; may be found by sub­
stituting Eqs. (C14) into Eqs. (C13a) and (CI3b). 

By assuming in Fig. 1 that the plane of incidence 
(plane of paper) is the x-z plane, with the y axis 
normal to the plane of the paper, one may distinguish 
between two cases. 

Case I: Perpendicular polarization: 

E! = 0; E! ~ O. 

Case II: Parallel polarization: 

E! ~ 0; E! = O. 

However, for a general gyrotropic medium in medium 
B, the reflected wave will have both perpendicular 
and parallel polarizations for each one of the cases 
above. 

APPENDIX D: GYROTROPIC MEDIUM-FREE 
SPACE 

In the following analysis we will consider a char­
acteristic electromagnetic wave in a gyrotropic 
plasma medium, obliquely incident on a plane bound­
ary of free space. We will assume in Fig. 1 that 
medium A is a general gyrotropic plasma medium 
and that medium B is free space (XB = 0). Let us 
represent each component of the field of the inci­
dent wave in the gyrotropic medium by 
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Fi = Fi exp [-ik(SlX + S2Y + qAZ)] (D1) 

where Fi is a constant. One could take qA = q~ 
or qA = q~ where both are "upgoing" waves in the 
positive z direction as defined by Eq. (lla). 

In general there will be two characteristic re­
flected waves in the lower medium A, and their 
field components are given by 

F r3 = F; exp [-ik(SlX + S2Y + q~z)], 
Fr4 = F~ exp [-ik(SlX + S2Y + q~)], 

(D2a) 

(D2b) 

where F; and F~ are constants. q~ and q~ will rep­
resent the two "downgoing" waves in the negative 
z direction in accordance with the definition in Eq. 
(llb). All four qA are solutions of the Booker quartic 
equation in medium A. 

The transmitted wave into free space (medium B) 
will be given by 

F t = Ft exp [-ik(SlX + S2Y + Cz)]. (D3) 

The direction of the transmitted wave (}. in free 
space is given in accordance to Snell's law2 by 

S2+S2. . ( 
1 2 = sm (}t = n A sm (Ji' D4) 

where (}I is the angle of incidence of the character­
istic wave in medium A. 

Applying the boundary conditions at z = 0 
in Eqs. (14), one obtains from Eqs. (D1), 
(D2), and (D3), after canceling the common 
factor exp [-i(SlX + S2Y)]: 

E:a + E:4 + E~ = E!, 

E;a + E;4 + E! = E!, 

H:a + H:4 + H! = H!, 

H;a + H;4 + H! = H!, 

(D5a) 

(D5b) 

(D5c) 

(D5d) 

where E\ HI could be for either one of the 1, 2 
characteristic "upgoing" waves in medium A. Et, 
Ht will represent a plane wave in free space (medium 
B) with relationships similar to Eqs. (C8), (C9), 
and (ClO). 

Substituting Eqs. (13) and identities similar to 
Eqs. (ClO) for the transmitted wave, one obtains 
after rearranging 

7r;aE:3 + 7r;4E:4 - E! = -7r~~, 

7r:aE~3 + 7r~E~4 - E! = -7r~~, 

Cl1;3E~3 + C7J~E:4 + SlS2E! + (1 - ~)E! 

= -Cl1~~' 

Cl1:3E~3 + Cl1:4E:4 - (1 - S~)E! - SlS2E! 

= -C7J~~, 

(D6a) 

(D6b) 

(D6c) 

(D6d) 

where the terms on the right-hand side could be 
used with subscripts 1 or 2, depending on the char­
acteristic wave which is incident on the boundary. 

Equations (D6) are four inhomogeneous linear 
equations with four unknowns. Once E! of the 
incident characteristic wave has been given (i.e., 
E!l or E!2), one is able to find the four unknowns, 
E~3' E;4, E!, E!, by using determinants. In gen­
eral, the transmitted wave will not possess the same 
polarization properties as the incident wave but 
will still be linearly polarized. 

APPENDIX E: GYROTROPIC MEDIUM­
PERFECT CONDUCTOR 

In the following analysis we will consider a char­
acteristic electromagnetic wave in a gyrotropic 
plasma medium, incident on a perfectly conducting 
plane boundary . We will assume in Fig. 1 that 
medium A is a gyrotropic plasma medium and 
medium B is a perfect conductor. Let us represent 
each component of the field of the incident wave and 
of the reflected waves as in the corresponding equa­
tions (D1) and (D2). 

The corresponding boundary conditions at z = 0 
for the perfect conductor plane boundary may be 
given by 

E! + E:3 + E:4 = 0, 

E! + E:a + E;4 = O. 

(E1a) 

(E1b) 

Substituting Eqs. (13) into Eqs. (E1) and rear­
ranging, one obtains 

7r;aE:a + 7r;4E:4 = -7r~E~, 

7r:aE:a + 7r:4E:4 = -7r~E~, 

(E2a) 

(E2b) 

where E! may denote E!l with the corresponding 
qA = q~ for one "upgoing" characteristic wave, 
or it may denote E!2 with the corresponding qA = q~ 
for the other "upgoing" characteristic wave. 

Equations (E2) may be solved by determinants 
to give the corresponding reflection coefficients as 
follows: 

(E3a) 

(E3b) 

(E3c) 

(E3d) 

Once the reflection coefficients have been found, 
the total fields may be calculated. 
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. Mackey's !~eory is u~ed to study the kinematics of a nonrelativistic two-particle system. We con­
sIder the heliClty coupling and the l-S coupling and derive a Jacob-Wick's formula relating these 
two couplings (Glebsch-Gordan coefficients). 

INTRODUCTION 

I N a previous article/ we have constructed the 
unitary irreducible representations of those cen­

tral extensions G M of the Galilei group G which 
give the unitary projective irreducible representa­
tions of G.2 We have used the method of Mackey.3 
We have also obtained by the limiting process 
M ~ 0 the irreducible representations named class 
II by Inonii and Wigner.4.5 

In the present work, we study the nonrelativistic 
kinematics of a two-particle system. We will be 
concerned mainly with the case of nonzero total 
mass. The case M + M' = 0 will be only sketched. 
The method used to reduce the projective represen­
tation of the Galilei group corresponding to the 
system is again a method given by Mackey. This 
method has been recently applied to the Poincare 
group by Moussa and Stora 6 in a very elegant and 
useful manner. 

Systems of two nonrelativistic particles have been 
previously studied by Levy-Leblond in the frame­
work of group theory.7 The case considered cor­
responds to the l - S coupling and the method 
is the one applied by Wightman to the Poincare 
group.s Levy-Leblond's procedure is very satis­
factory from the physical point of view. It seems to 

. ·.Work supported by the U. S. Atomic Energy Com­
IDlSSlon. 

t ~pirant du Fonds National de la Recherche Scientifique 
(BelglUm). On leave from the University of Liege (Belgium) 

1 J. Voisin, J. Math. Phys. 6, 1519 (1965). We use here th~ 
notation introduced in that article. 

2 V. Bargmann, Ann. Math. 59, 1 (1954). 
a.G. yv. Mac~ey, The Theory of Group Representations 

(Uruverslty of Chicago Press, Chicago, 1955). 
4 E. Inonii and E: P. Wigner, Nuovo Cimento 9, 705 (1952). 
~ T.he constructIOn of, the true representations of the 

Galilel group by Mackey s method has been considered by 
us in the Syracuse University Report NYO-3399-26. 

a P. Moussa and R. Stora, "Some Remarks on the Product 
of Irreducible Representations of the Inhomogeneous Lorentz 
Group" (preprint). 

7 J. -M. ~evy-Leblond, J. Math. Phys. 4, 776 (961). 
8 A. S. WIghtma~ in Dispersion Relations and Elementary 

Particles, edited by v. de WItt and R. Omnes (John Wiley & 
Sons} Inc., New York 1961), p. 159. A. J. Macfarlane, J. 
Math. ~hys. 4, 420 (1963). This latter article contains also a 
useful hst of references on the present subject. 

us, however, that the more abstract method of 
Mackey gives a profound insight into the structure 
of the problem and that the equivalence of the 
different physical schemes (helicity, spin, ... ) be­
comes transparent in this frame. From this point 
of view, our work may be considered as a useful 
complement to the one of Levy-Leblond. Further, 
we have studied the helicity coupling and its rela­
tion to the l-S coupling (nonrelativistic Jacob­
Wick's formula9

) which have not been considered 
by Levy-Leblond. 

The order of the material is as follows. In Secs. 
I and II, we define a representation of GM + M , from 
two given representations [M I Uo, J1, [M' I U~, j'] 
corresponding to GM , GM , respectively. Sections III 
to VI are devoted to the reduction of this representa­
tion of GM + M ,; the method consists in giving some 
structure to the arguments of the functions forming 
the representation space. This structure is obtained 
successively from the double coset method (Sec. 
III), the covariance property (Sec. IV), and a 
Fourier factorization (Sec. V). In Sec. VI, we cal­
culate the Clebsch-Gordan coefficients between the 
l-S and helicity couplings. 

I. REPRESENTATION OF GM ® GM , 

We consider the two groups GM and GM ,. We 
also consider the closed subgroups K = T X <Po 
of G M and K' = T X <Po of G M' together with the 
unitary irreductible representations L(K), L'(K') 
acting in the Hilbert spaces :reeL) and :reeL'). We 
restrict ourselves to little groups of first kind cor­
responding to the characters (1, Eo, Po) and (1, E~, Po). 

We construct the following induced representa­
tion of GM ® GM ,. 

1. Representation Space 

Let t be a function from GM ® GM , into :reeL) ® 
:re(L') , covariant along left cosets of G M ® G M' 

9 M. Jacob and G. C. Wick, Ann. Phys. (N. Y.) 7, 404 
(1959). 

1822 
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mod (K @ K') according to the law (invariance 
property) 

f(gk, g'k') = f(g, g')L*(k)L'*(k'), (1) 

where 

g = {exp iO, a, r}M E GM , 

g' = {exp iO', a', r'}M' E GM • , 

k E K, k' E K', f E 3C(L) @3C(L') • 

By definition, two elements (gl, gn and (g2, gn are 
in the same left coset of GM @ GM • mod K @ K' 
if and only if10 

and thus 

g;lgl E K and g~-lg: E K'. 

As in Part I, we pick a suitable representative (r '" 
r p.) in each coset and consider the corresponding 
restriction tp(p, p') of f to these points. We take 
as left invariant measure the product 

dUvo(P) dUvo'(p'), (2) 

where dU v• (p)[dU vo ' (p')] is given 'by Part I, Eq. (17) 
[(2) is independent of the representatives, which is 
an essential property when the equivalence of rep­
resentations is considered]. We further suppose that 
the set of functions r/>(p, p') forms a Hilbert space 
with respect to the scalar product 

(11'2 I tP1) = J dUvo(P) dUvo'(p')tp~(p, P')rp1(P, p'). (3) 

The Hilbert space so constructed will be our rep­
resentation space 3C(GM @ GM ·). 

2. Definition of the Representation 

Now, in the Hilbert space 3C(GM @ GM ·) we 
define a representation of GM @ GM • by requiring 
that 

[U(g, g')f](r." r.,.) = f(g-lr." g,-lr.,.). (4) 

The second member of (4) is to be transformed by 
means of (1) and expressed in terms of the restricted 
function rp. 

II. REPRESENTATION OF GM +M • 

What we are interested in is not a representation 
of G M @ G M' but a representation of groups of the 
kind GM " with some M". However, the representa­
tion (4) will give us such a representation if we can 

10 The notation gl rv gK2 means that gl and g2 are in the 
same left coset of GM mod K. 

find a subgroup of GM @ GM• which is isomorphic 
to some GM ". 

Let us then consider the following subgroup of 
GM@GM, 

[(exp iO, a, r)M, (exp iO', a, r)M']' (5) 

As it can be shown, this subgroup is isomorphic 
to GM + M • in the following one-to-one correspondence 
(the freedom left in 0, 0' is meaningless)l1 

[(exp iO, a, r)M, (exp iO', a, r)M'] 

¢=} [exp i(O + 0'), a, r]M+M', (6) 

As a result, if we reduce the representation (4) 
to the subgroup (5) we will obtain a representation 
of GM +M , given by 

{U[(exp iO, a, r)M, (exp iO', a, r)M.]f}(r." r.,.) 

= f[(exp iO, a, r)~r.,; (exp iO', a, r)~/.r.,.] (7) 

together with the scalar product (3) and the in­
variance property (1). Now from this invariance 
and with the notations of Part 1. 

{U[(exp iO, a, r)M, (exp iO', a, r)M.]fl (r." r .,.) 

= (exp iO, a I Ip)(exp iO', a IIp') 

X D;(r;lrrl)D;'(r-;~rr,.)f(r" r,.) 

= (exp i(O + 8')', all, p + p') 

X Di(r;lrr,)Di'(r-;~rrl·)f(rl' r l.), (8) 

where j, j' refer to the respective representations 
of the little group R corresponding to Land L' 
and t = r- 1p, t' = r- 1p'. 

We are going to reduce the representation (8) 
of GM + M •• The idea of the method is the following. 
The main feature of the representations (4) and (8) 
is to deal with functions which are restrictions of 
the 1's to the chosen representatives (r '" r p.) of 
the cosets. However, in (4) and (8), these represent­
atives are" direct data" i.e., they are given without 
any structure. Accordingly, the representations (4) 
and (8) are given as a whole and do not give im­
mediately their composition. What we are going 
to do is to build up representatives of the left cosets 
from simpler elements. The functions f(rp , r p .) will 
then be constructed from certain functions defined 
on the "simplest" factor of (rp , r p .) and giving 
an irreducible representation space of GM + M •• 

The starting point is to consider the representa­
tion (8) as the representation 

11 We thus see that the mass is conserved in nonrelativistic 
two-particle systems. This is to be related to Bargmann's 
selection rule. 
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{U[(exp i(J, a, r)M; (exp i(J', a, r)M.Jf}(g, g') and thus 

= f[(exp i(J, a, r)~g, (exp i(J', a, r);/.g'] (7') 

[Cg, g') is any element of GM ® GM ·], 

where full use has been made of the invariance 
property (I). This corresponds to the way in which 
any induced representation is built. 

The reduction will proceed in three steps (Sees. 
III, IV, V). 

m. REDUCTION: FIRST STEP-THE 
DOUBLE COSETS 

Let us consider in G M ® G M' the so-called double 
cosets of GM ® GM • mod K ® K' on the left, 
GM + M • on the right.12 

1. Labeling of the Double Cosets 

Let us first look at double cosets of GM ® GM • 

where translations have been eliminated. The reason 
why we proceed in this way lies in the total freedom 
left in the translation part of the elements belonging 
to K or K' and hence in the fact that belonging 
to a double coset restricts nothing but the homo­
geneous part of the arguments. Accordingly, we 
will write r instead of (1, 0, r). We will also use 
the general notation ~ for any rEG M transforming 
the character Po into P and ~. for any r E GM • 

transforming p~ into p'. 
Now, two homogeneous elements (~" ~,.) and 

(AI'" ~,.) belong to the same coset GM ® GM • 

mod GM + M ., K ® K' if and only if there exist an 
homogeneous 'Y E GM + M ·, an element rM E CPo 
and an element rk. E CPo such that 

'Y-I(~" ~,.)(r, r') = (~" ~,.) 

and thus 

(~" ~,.)(r, r')(~., ~,.)-l = (A, A) = 'Y 

or 

r
EI + E:] 
PI + PI 

= [E2 + E~ - (P2 + p~)·V + !eM + M,)y2j. (10') 

R-I [(P2 + p~) - (M + M')v] 

Hence, if (Ap" Ap,.) and (Ap2, Ap,,) are in the 
same double coset, 

U - E + E' _ (PI + pf)2 
- I I 2(M + M') 

- E + E' (P2 + P~t 
- 2 2 - 2(M + M') . (11) 

We have also from the definition of our functions f 

EI - PI/2M = E2 - P2/2M (12a) 

Ef - pU2M' = E2 - pU2M'. (12b) 

If these conditions are also sufficient, this will allow 
us to label the double cosets by the values of the 
invariant 

EI + Ef --: (PI + pf)2/2(M + M'), (13) 

which varies from Eo to E~ to 00. 

As a matter of fact, (11) [together with (12a, b) 
which hold by definition] implies the existence of a 
transformation A transforming both P2 into PI and 
p~ into pf (A is not unique). The general form of A is 

(14) 

for such transformations are the most general ones 
leading from P2 to PI and p~ to pf. 

2. Invariance of the Double Cosets 

Let us consider arguments g, g' of the form 

g = A~lr, g' = A~ .. r', 
(9) where 

This implies that we may go from P2 to PI and from 
p~ to pf by the same homogeneous transformation A. 
We thus have (qo = 1) 

[
EI] = [E2 - P2'V + !MV2] ; 
PI R-I(P2 - Mv) 

[Ef] = [E~ - p~·v + !M'V
2

] , 

pf R-I(P~ - M'v) 

(10) 

11 A double coset of G mod T of the left, V on the right 
is defined as follows: gl and g2 belonging to G are in the same 
double coset if there exists an element tinT and an element v 
in V such that V-lglt = g2. 

A = (A, A) E GM +M " r' E CPo 

and where ~., AI". are fixed in GM , GM ., respectively. 
(g, g') is the most general element of the double 
coset to which (ApI, ~ •• ) belongs. Now, such an 
element (g, g') retains its form under the action of 
GM +M • on the left. For, if 'Y = ('Y, 'Y) E GM + M ·, 

'Y(g, g') = ['YA~lr, 'YA~ .. r'] 

(15) 

where A = 'YA E GM + M , (group property). Hence 
'Y(g, g') still belongs to the same double coset. 
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3. First Reduction of the Functions f 

From our actual point of view, the first feature 
of (8) lies in the identity (7') which relates the 
value of U('Y)1 at the point (g, g') to the value of I 
at the point ('Y- 1g, 'Y- 1g'). Now, because of the 
invariance of the double cosets under GM + M " (g, g') 
and ('Y- 1g, 'Y-V) are in the same double coset. 
Hence [U('Y)I](g, g') will be completely determined 
if we know the restriction of I to the double coset 
of (g, g'). 

This result leads us to consider the functions I 
as direct integrals over U of their respective re­
strictions Iv to the double cosets and on the other 
hand, to consider (7') as identical to the set of 
restricted representations we get in that way. Let 
us point out that as the labeling parameter is nothing 
but the total internal energy, it will appear that 
the reduced representations are equivalent. 

IV. REDUCTION: SECOND STEP-THE 
COVARIANCE PROPERTY 

Let us now take into account the second feature 
of (7') namely its 1I maximal" simplicity with respect 
to the covariance property. 

1. The (r, r') Covariance 

We consider a particular double coset. Let 
(Ap " Av ") be its representative. The corresponding 
reduced space is built up with functions which are 
equal to zero everywhere except at the points 
("1 Ap.r, "1 Ap .. r'). Let us point out that the value 
of U,f(E E GM + M ,) at the point above can be 
expressed in terms of 1 at the point 

(E-l'Y~.r, E-l'Y~ .. r') 

having the same (r, r') component. It then results 
that the points of a double coset which have the 
same (r, r') component provide a new invariant 
subspace. But because of the invariance property 
(1) these finer representations corresponding to dif­
ferent (r, r') are all equivalent. We thus limit our­
selves to considering the standard type which evi­
dently corresponds to the choice r = r' = 1. This 
step leaves us with the following restriction of the 
functions 1: 

(16) 

and hence with functions defined in GM + M , (but 
depending in their form on V" <=? (p", p''')]. With 
these notations, we have reduced the identity (7') 
to the set of following identities 

(17) 

where E, "1 E GM +M , and (p", p''') labels the double 
cosets. 

2. The (CPp " CPp .. ) Covariance 

A. A Further Reduction 

The representation (17) is not yet the representa­
tion (8) because some covariance is still left. For 
consider 

where "1, E E GM + M ,. 

If 
A-;!E~_ E CPo and A;,t.E~" E CPo (18) 

then the following covariance property still holds 

f('YE) = I('Y~" "1' Ap .. )L*(A~!E~.)L'*(A;,l.E~") 

= f('Y)L*(A-;!E- 1 ~.)L'*(A;,t.E~"). (19) 

Now, what is the translation of (18) in terms of 
the elements of GM + M ,? Using the relation [Part I, 
Eq. (10)] we can prove the following theorem: The 
element (E, E) belongs to (cpp " CPp .. ) if and only if E, 
as an element of GM + M " belongs to CPp ' and is such 
that its rotation part belongs to CPa" where 

r = p" + p''', (20) 

q" = (M'p" - Mp''')j(M + M'). (21) 

Such elements E form a subgroup of CPp •• 

For later use let us point out that in the case 
where either P" = 0 or P" is parallel to p" (and 
hence to p'''), this latter subgroup is 

CPp ' n CPa-. 

As a result of (19), we may proceed to a further 
restriction of (7'). For consider the left cosets of the 
subgroup of GM + M , which is isomorphic to (cpp " CPp .. ) 

and pick a representative in each such coset. Because 
of the invariance property (19) the values of the 
functions f" at these points transform among them­
selves under GM + M ,. Hence we get an invariant 
subspace and correspondingly a subrepresentation 
of (17). All such representations are obviously equi­
valent and according to our program, we limit 
ourselves to one of them. 

B. The Variables P and q 

Let us characterize the domain of the functions 
forming the corresponding representation space. We 
have the following theorem if p" + p'" = o. 

Theorem: The left cosets of GM + M , mod Pp. n Pa• 

are labeled by two quantities P and q which are 
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to be interpreted as the total momentum and the 
relative momentum respectively. 

Proof: First of all we remark that these left cosets 
may be labeled by the two variables P and P_, 
where P is any character in the orbit of P'" in 
GM +M " and P _ is any character in the orbit of q'" 
in the same group. Unlike the case of Poincare 
theory, the quantity P _ may not be interpreted 
generally as the relative momentum of the system. 
To make this point clear, we first note that since 
CPp • n cp.' is isomorphic to (cp"" CP",.), the left 
cosets may as well be labeled by the quantities 
(p, p') where pep') is any character of the orbit 
of p"'(p''") in GM(GM,). As a result, they may also 
be characterized by the variables 

P = p + p', 

q = (M'p - Mp')/(M + M'). 

It is q which is the relative momentum. Now, it 
happens that the values of q and P _ corresponding 
to the same left coset are generally different unlike 
the case of Poincare group. The reason why lies 
in the fact that we have to work here with three 
groups GM, GM" GM+M, instead of one as in rel­
ativistic theory. As we are going to see, the re­
lations between P _ and q is given by 

P _ = q + (P - P'"). (22) 

However, in the physically important case where 
p = P'" = 0, P _ = q and can be interpreted as a 
relative momentum. We are going to prove these 
statements, while determining the respective do­
mains of the variables P, P _, and q. 

The domain of P consists of all the values P 
compatible with the condition [P = (1, E+, p)] 

E+ - (Pl/2(M + M') = E'" + E''''. (23) 

This domain is generated by the values p, p' such 
that (if P'" = 0) 

E - p2/2M = E'" - p"'2/2M = Uo 

2 ,:1:2 

E' - L = E'''' - ..P.:...:..:.- = U' 2M 2M' 0 

E + E' - (p + p't = E'" + E'''' = U'" 
2(M + M') 

according to the formula P = p + p'. 

As for the domain of P _ when P is fixed, we 
note that it is generated by applying to q'" the 
transformations of the type rpo, where r p is a 
particular transformation leading from P'" to Pj 

for example 

r p = (P/(M + M)', 1). (24) 

° is any transformation ECPp • = SUz• Hence there 
is a one-to-one correspondence between the values 
of P _ for P fixed and the points on a sphere. The 
value of P _ corresponding to the choice (24) of 
r p and to 0 = R is from Part I, Eq. (8'), 

P_ = rpRq'" 

_ ( '" Rq·P 
- E_ + M + M' 

1 p
2 

) + 2 M + M' j Rq'" + P . (25) 

Now, applying r"R to p'" and p'''' successively, 
we see that 

(
M'N'" - ME'''' Rq".P ,,) 

q = M + M' + M + M' ,Rq • (26) 

Since P'" = (E~, 0), (25) and (26) give immediately 
the relation (22) and the stated result concerning 
the case P'" = P = O. 

We now prove that q2 is a constant. We have 
indeed 

and as 

q'" = (M'p'" - Mp'''')/(M + M') 

we have more precisely 

(q")2 = [2MM'/(M + M')]{U" - Uo - U~}. 

We also have from (26) 

_ M'E - ME' _ M'E" - ME'" Rq''''P. 
E_ - M + M' M + M' + M + M' 

Hence, taking into account the fact that P" = 0, 
we obtain after some calculation 

_ M'Uo - MU~ M' - M 2 q'P 
E_ - M + M' + 2MM' q + M + M" 

E _ depends on nothing but q when P is fixed. 

C. New covariance Property 

The covariance law (19) takes now the form 

rcrpaCP) = f(rpaAp.A-"~cpA"., rp.A" .. A;,l.cpA" .. ) 

(27) 

= D(A-"!cp-1A".)D'(A;,1.cp-1A,, .. )rcrp.), (28) 

where cp E CPp• n cp.' if p'" = O. We replace the 
notation L by D since in the present homogeneous 
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case, L is reduced to the representation of the little 
group. 

When we compute the representations of G M+M' 
we will have however to take the translations into 
account. We must then replace (28) by the following 
law: 

f[(exp iO, a, l)rpacp] = «exp iO, afl lIP) 

X D(A~!cp -lA".)D'(A;.l.cp -1 A",.)f(rpa). 

3. Linear Representation of GM +M , 

(29) 

Suppose we have made a suitable choice for the 
representatives rpa in each left coset. Let us then 
consider the corresponding Hilbert space 3C. Ac­
cording to the definition (7'), we obtain in 3C the 
following representation of GM +W 

[U(exp iO, a, r)f](rpa) 

= f[(exp iO, a, r)-lrpa]. (30) 

We now write 

(exp iO, a, rr1rpa 

== (exp i8', -r-1a, l)rp'a,r;~a·r-lrpq 

with 

q' = r-lq = (M'r-1p 

(31) 

- Mr-1p')(M + M'). 

The second member of (31) has the form of the 
argument of r in (29) with 

cp == r;~q.r-l rpa• 

We also point out that 

«exp i8', - r-1a, Ifill, r-1p) 

== (exp iO, all, P) (32) 

Using (29), (30), (31) and (32) we then obtain for 
our present reduction of (7') the form 

[U(exp i8, a, r)f](rpa) = (exp iO, all, P) 

X D(A~!r;!rrp'q'A".) 

X D'(A;,l.r;!rrp'a,A",.)f(rp.,q') (33) 

where (p"', p,Z) labels the double cosets and 

r;!rrp.q. E (<p"" <Pp .. ) 

We recall that (<P"" <p" •• ) ¢:::> <Ppo (\ <Pa' if r = o. 
With the set (33) of the representations (P"', p''') 

the covariance property (1) has been completely 
taken into account. This set must then be equi­
valent to the representation (8). 

V. REDUCTION: THIRD STEP-THE HELICITY 
COUPLING; THE l-8 COUPLING 

The reduction (33) leaves us with functions r(r pa) 
which are equal to f(rpaA"., rpaA,,'.) and are of 
the form f(A", A".), where A"(A,,,) is some representa­
tive of the left coset pep') of GM(GM,) mod K(K'). 

Obtaining the representatives A" (A", ) from 

r PaA".[r PaA,,·.] 

we have now some structure for our former argu­
ments in (8) and accordingly some reduction of (8). 
However the structure can be made finer as it 
appears from what follows. So far the representatives 
r p ., the characters p", p'''', the representatives (A"., 
A",.) of the double cosets are formal arguments. We 
are going to show that a suitable choice of these 
elements leads on the one hand to a further de­
composition of (33) and on the other hand to the 
"helicity coupling" and the" l-S coupling," respec­
tively. We proceed in four steps. 

1. Little Group <Po and Condition on ;, p'''' 

First of all we take 

(1, Po) = (1, Eo, 0), (1, pri) = (1, E~, 0) (34) 

and because of the equivalence of the representation 
labeled by U (double cosets) we limit ourselves to 
a particular double coset. 

Now, we take pili, p,1II such that 

po' = 0, 
then 

P'" = (1, E~, 0), qlll = (1, E:, ea), (35) 

and the double cosets are labeled by E: which will 
run from Eo + E6 to (x). Such a choice of pit, p'" 
is made possible in any double coset by a suitable 
choice of the energies E"', E'''' of p"', p'Z respectively. 
Hence we are loosing no generality provided M + 
M' ¢ O. 

An immediate result of (35) is that any trans­
formation belonging to Rp • (\ Ra' is a rotation 
around the third axis ea, and conversely. 

2. Factorization of rpa 

It is possible to make for r P. a very interesting 
choice. Indeed we may take an element of the form 
rpQ., where r p is independent of P. More precisely, 
let P, q be two quantities such that there exists 
an element r E GM +M , having the following property 

rr=p 
(36) 

rq'" == (M'rp - Mrp')(M + M') = q. 
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We associate with P a fixed element r p {suitably 
chosen; we will take usually r p = [P/(M + M'), III 
such that rpPz = P. Now let O. be the element 
of the little group <Pp. leading from qZ to r-;,lq. We 
then take r p. = r pO.. As a matter of fact, the 
kernel of the latter discussion lies in the isomorphism 
of our present little group to the rotation group. 

The interest of this factorization is seen if we 
note that O. being a rotation (it belongs to <Pp.), 
we may Fourier-analyze the functions r(rpo.) in 
terms of the relevant representations of <Pp • = SU2 , 

namely D'. We write symbolically 

t:Arpo.) = f~::p(rp)D!:,(O.)N(UZ, 3), (37) 

where the normalization factor will be defined later 
(Sec. VI). Dp!;(O.) = D)p(O-,l). The functions t .. :. 
depend intrinsically on our choice of Ar," Ar, ... The 
same is thus true for the functions tl::!'. In par­
ticular according to the choice we make for the 
representatives, the null coefficients t'::!' will be 
found different. This will be illustrated in our ap­
plication. 

We expect that this development of t:... leads 
to a new reduction of (7') where the reduced func­
tions will be the functions l~='p defined on the Ap • 

Let us show this property in the helicity scheme 
and in the l-S scheme successively. 

3. The Helicity Coupling 

In the present section and in the next one we 
are going to study two possibilities of reducing 
the last freedom left in (33), namely that one con­
cerning the choice of Ap " Ar, ... 

A. H elicity Amplitudes 

The characteristic of the helicity formalism is 
to take A"., A" .. in such a way that they commute 
with <P"., <P" .. , respectively. Then the arguments 
of the matrices D, D' appearing in (27), (36) belong 
to <Ppo n <p.- and are rotations around ea = qZ. 
Hence if we take the generator of the rotations 
around ea among the basis variables we may write 

D~x(cp) = exp icp(M~)~x 

and 

where 

cp E <Ppo n <p.'. 

In the exponential, cp is used for the rotation angle 
corresponding to cp; j and j' designate the irreducible 
representations of SU2 to whichD and D' correspond, 

respectively; M~ and Mi; are the corresponding 
representatives of the generator (Ma)op. We have 

and 

exp<-",J 

exp <-",J 
Hence if we take rr, A = (j, ... , - j) and J.l, " = 
(j', ... , -j'), we have 

D!x(cp) = (exp icprr)o~). D!:(cp) = (exp ~J.l)oP'. (38) 

rr and J.l are then projections of Ma on the polariza­
tion axis qZ = ea. Now, representatives A"., Ar, •• 
satisfying the above condition are given for example 
by the pure Galilei transformations 

r". = (pz/M, I) r" .. = (P,z/M, 1) (39) 

For as in the present case, pz = 0 and q" = ea, pZ 
and p'z must be parallel to ea. Hence they are kept 
invariant by the transformations of <Ppo n <p.'. Now 

p = (rpO.r"')MPO' 

are such that 

p + p' = P and (M'p - Mp')/(M + M') = q, 

so that we may write 

0", 0". being two homogeneous transformations. 

B. The Helicity Representation and its Reductions 

Let us denote by 1/;z the wavefunctions r cor­
responding to the values (39) of Ar," A"... For 
these wavefunctions, we have from (28) the following 
covariance property 

1/;=~.[(exp iO, a, I)rp.cp] = «exp iO, a, If 1 lIP) 

X exp [-i(rr + rr')cp]1/;=~.(rp.). (40) 

On the other hand, they constitute a Hilbert space 
where the group GM +M • is represented by (P' = 
r-1p, q' = r-1q): 
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[U(exp ie, a, r)¥/]~~,(rp.) = (exp ie, all, P) 

X exp [i(o- + o-')cp]1f:~,(rp,.,), (41) 

where cp is the angle corresponding to the rotations 
r;!rrp, .• ' around ea. 

We are going to reduce this representation by 
using the factorization rpQ. of r p• according to (37). 

First we have from (40) (PI"I' = 1I11"l'o~, .~H" For 
if cp E <Pp. n <p." cp and Q.CP belong to <Pp. so that 
according to (37) and (38) 

1f:~,(rpQ.cp) = ~!::~(rp) exp (ip,'cp)D;'iQ;l)N(uzl). 

On the other hand, from (40) 

1f:~,(rpQ.cp) = exp [-i(o- + o-')cp]1f~~,(rpQ.) 

We will use also 

Q;,l = Q-;'~A-l Q.Q;l A, 
(51) 

= r;!., r-1r p.Q;1 A. 

Now, from (37), (38), (44), and cp being the angle 
introduced in (41), we obtain 

1f=~,(rp,.,) = ~!:,(rp') exp [ -i(o- + o-')cp] 

X D!+~, .x(Q;1)DUA)N(U"', l). 

Taking this latter formula into account in (41) 
leads to the stated result. 

4. The l-S Coupling 

= ~!::~(rp) exp [-i(o- + o-')cp]D;'iQ;1)N(UZ, l). A. Definition of the Amplitudes 

(43) The present representation is defined by the am-

Comparing (42) and (43), we obtain the stated plitudes 
result: p.' may be restricted to the value ~. = r".Q;\ ~ .. = r" .. Q;\ (52) 

p.' = 0- + 0-'. (44) 

Since cp is an arbitrary rotation around ea. As a 
result, the invariance property (40) can be written 

1f:~,[(exp ie, a, l)rp.cp] = «exp ie, a, 1)-1 IlP) 

X exp [-i(o- + o-')cp]~!:,(rp)D!+~,.iQ;1)N(U"', l). 

(45) 

We now compute the representation (41). We show 
that 

I U[exp ie, a, r]1f"') ~~,(rpQ.) = [U(exp ie, a, r)~]!~, 

X (rp)D!+~,.~(Q;1)N(U"', l), (46) 

with (P' = r-1p), 

IU(exp ie, a, r)~)!:,(rp) 

where Q. belongs to <Pp. and hence to <Po since Po = 
P'" = O. 

B. Covariance Property and representation 

The covariance property is here particularly simple 
since if we denote by 4>"'(rpQ.) the corresponding 
wavefunctions, we have 

4>:T,(rpQ.cp) = 4>~T,(rpQ.). (53) 

Let us first note that 

4>~T,(rpQ.) = D~~(Q.)D~:~,(Q.)1f=~,(rpQ.), (54) 

which is the relation between the present representa­
tion and the former one; 

4>~T,(rpQ.) = f",(rpQ.r".Q;\ r pQ.r" .. Q;1). 

(47) Now as Po = 0, Q. E <Po. Hence, 

which is the standard form of irreducible representa­
tion for mass (M + M') and spin l so that the 
reduction of (8) is completely performed with (46). 

Let us prove (46) and (47). 
According to (41) we have to analyze the quantities 

1f:O',(rp '(l')' where pI = r-1p, q' = r-1q. First of 
all we write 

'" « -I f'(.1' 4>", rpQ.) = f~~, rpQ.r"., rpQ.r",.)D~T(Q.)LJ~'T' (Q.) 

= D~~(Q.)D~:~,(Q.)1f:~,(rpQ.). 

Now, the property (53) is directly obtained from 
(54) and (40). The converse of (55) is 

1f:~,(rpQ.) = D~T(Q;1)D~:T,(Q;1)4>~T,(rpQ.). (55) 

and 

(48) As to the corresponding representation of GM +M " it 
is easily deduced from (33) by taking (52) into 
account. 

with 

(49) 
C. First Reduction-Fourier Decomposition 

We now apply the considerations of (V.2). Ac­
(50) cording to (44) where we put 0- + 0-' = 0, we see 
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that the functions cP can be expanded as follows: One obtains finally for (8) the following reduction 

CP~.,(l'pD.) = ¢!';,(l'p)D~m(D;l)N(U", l). (56) [M I U031 (8) [M' I UW] <=> ('" dU" 
J E9uo+u.' 

Weare going to determine the representation cor­
responding to the functions ¢Im from the one ob­
tained with functions I/i'm. From (55), (56), we have 

[U(exp i9, a, 1')1f"]~~,(l'pD.) 

= N(U", l)D!T(D;I)D~:.,(D;I)D~m(D;I) 

X [U(exp i9, a, 1')¢}!';,(l'p). (57) 

On the other hand, 

[U(exp i9, a, 1')1fZ]vv,(l'pD.) = (exp i9, all, P) 

X D!.(D;I A D.,)D!:.,(D;IAD.,)1f:.,(1' P' D.,). 

Hence from (55) 

[U(exp i9, a, 1')1fZ]vv·(l'pD.) 

= (exp i9, all, P)D!.(D;I)D!: •• (D;I)D! .. (A) 

X D!:.AA)D~m·(D~~)¢/,"::(l'p.)N(U", l). (58) 

We thus obtain from (57) and (58) 

D~m(D;l)[U(exp i9, a, 1')¢}!';.(l'p) = (exp i9, all, P) 

D i (A)Di' (A)DI' ( -I) -I'm'( ) X.t .'t' Om' D •. CPU' I'p,. 

Taking then into account that 

D~~.(D~~) = D~~,,(D;I)D::"m.(A) (59) 

and varying D. over the little group <Pp., we obtain 
from (58) and (59) 

[U(exp i9, a, 1')¢}!';.(l'p) 

= (exp i9, a IIP)D;,(A)D!:t,(A)D~m.(A)¢:::'. (60) 

Comparing (60) with Part I, Eq. (23), we can in­
terpret the present realization of (33) as the rep­
resentation of GM +M • induced by the representation 

(61) 

of the little group <Pps == SU2 • 

D. Second Reduction 

The induced representation (60) is still reducible. 
However, the reduction of the tensor product (67) 
can be obtained immediately by considering the 
J, l, S amplitudes 

",[;(I'p) = c(t, t', r; j, j', S) 

X c(r, m, p,; S, l, J)¢!:-.(I'p) 

which transform irreducibly. 

(62) 

i+j' Z+8 

X EB EB EB [M + M' I U", J] (63) 
1-0 8-li-i'l J-II-81 

with the scalar product 

(<112, <III) 

= L~+u. dF J dP o(E - 2(M ~ M2) - if) 
X J dq o( U" - 2J~' (M + M') - Uo - U6) 

( 
M'Uo - MU6 p.q ~ 

X 0 E_ - M + M' - M + M' - 2M 

(64) 

where U labels the double cosets and (P, Z) the 
left cosets of GM +M • mod (<p"" <P",.). This result 
agrees completely with the one of Levy-Leblond, 
except for the value of E_.7 

VI. CLEBSCH-GORDAN COEFFICIENTS 

To obtain a physical interpretation, we only need 
to relate the functions 1f or cp to state vectors in 
the Hilbert space associated with the system and 
to interpret these corresponding state vectors (see 
Part I, Sec. IV). 

For that purpose let us first of all write the func­
tions f •• ' (1'", 1'".) as 

f •• ·(I'", 1'".) = (1'",8; 1'".,8' 11) (65) 

considering f as the wavefunction representing the 
state If) in the basis 11'",8; 1''''' 8'). We have 

X 11'",8; 1'",,8'). (66) 

Now, if we consider the helicity coupling, the 
wavefunctions take the more structured form 

fvv·(l'pD.I'"., I'pD.I'" .• ) = 1f;v,(l'pD.) 

= ~!~.(l'p)D!+v'.iD;I)N(U", l) (67) 

and accordingly the states of the corresponding basis 
will be labeled as follows 

Il'pD.I'"., IT; I'pD.I'" .• , IT'), (68) 

with the following domain of variation: IT, IT' = 
(j, .,. , -j), for P fixed, q can take any value 
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compatible with 

2 2MM' [U U U'] q = M + M' - 0 - 0 

where 

U = E+ - 2(M + M') 

and E _ is given by (27) j P is then varied in such 
a way that U remains equal to a constant U which 
is in a one-to-one correspondence with the couple 
(p, p'Z) with pZ + p'z = OJ finally, U runs over 
the domain (Uo + U~, co). 

In that scheme, we have for If) the representation 

where 4 is the unit vector in the direction of q. 
But from the orthonormality relations for the ir­
reducible representations of the rotation group, the 
integral in (72) is equal to 

Hence [411/(2l + 1)]~v.+v •. , .. ,+v,'~,..,.,. 
Z [ M + M' 2l + 1]1 

N(U, l) = 2MM'(UZ - Uo - U~) ~ . (73) 

Let us now determine the Clebsch-Gordan coeffi­
cients between the helicity and the l-S schemes. 

We have seen that the relation between the wave­
function 1f~(rpn.) in the helicity representation and 
the wavefunction cpZ(rpn.) in the l-S representation 
is given by (55). Hence the following relation holds 
between the corresponding basis vectors 

(69) D~T(n.)D~:T.(n.) 

with 

= J d "(E _ M'Uo - MU~ 
q U - M + M' 

JL q2) 
- p.q - 2M + 2M' 

X D!+v' ,,.(n;l)N(VZ
, l) 

(70) 

We are now in position of determing the value 
of N(U, l). 

This normalization factor will be so chosen that 

J dnu.(P) dnu.,(p')(J2 I f1)(P, p') 

= J dUz J dnu,(p)(V/2 I V/1)(P), (71) 

Hence from (70), and putting for the sake of sim­
plicity 

g(q) = (M'Uo - MU~)/(M + M') 

we have 

[N(U, l)]-2 

+ p.q + q2(M' - M)/2MM', 

= J d4 ~[E_ - g(q)]D;:+v.·,,..(n;l)D!,+v,,,,.,(n;l). 

As q2 is a constant, we have 

[N(UZ, l)]-2 = ~!M~, (U~ - Uo - U~) 

X J d§ .. D;.I+v ••. ,..(n;l)D!,+v,.,,.,(n;l) (72) 

X Irpn.r".n;" 1'; rpn.r" .• n;" 1") 

= Irpn.f"., O"j fpn.f" .• , 0"') 

or conversely 

(74) 

I -1 . f n n-1 ,) - Df (n-1) Df' (n-1) fpn.f".n. 1", p.u.r" .. u. l' - ., u. T'V' u. 

X Ifpn.f"., 0"; fpn.f" .. , 0"'). (75) 

Using (70) and (75), we eventually see that the 
Clebsch-Gordan coefficients between the heIicity 
and the l-S schemes are 

(!P, 1'; !p" 1" I f p , J.I., l, UZ, 0", 0"') 

= N(fr, l)D!+..' ,,.(n;l)D!v(n.)D!:v.(n.) (76) 

with 

p + p' = P, 

and 

The formula (76) is the Jacob-Wick formula for 
the Galilei group. 9 

As for the physical interpretation, we make the 
following comment. If, given a total energy U Z

, 

we limit ourselves to the states of total linear 
momentum P equal to zero, on the one hand there 
is no need to distinguish between q and P _ and on 
the other hand the amplitudes rpn.r". and fpn.r"," 
become exactly the helicity amplitudes f f" f~. in­
troduced in Part I. Indeed, pZ and p'z are parallel 
to eaj p, p' and q are colinearj q = p and hence 
is a rotation leading from the direction ea to the 
direction p. We thus have, since fp = 1, 

fpn.f". = (0, R)(P"/M, 1) = (P/M, R) 
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and 

rpo.r" .. = (-p/M, R), 

where R is the "helicity" rotation. 
This result still holds if P is parallel to p but not 

in the other cases, which is related to the non­
conservation of a helicity eigenstate ip, rr) when a 
velocity nonparallel to p is imparted to the system. 

We knew already from the work of Jacob and 
Wick that the helicity coupling method has to be 
used only in a frame where the momenta of the 
particles are opposite to each other. Our considera­
tions show how to proceed if P is not parallel to p. 

In the present work, we have considered only 
the case where the total mass is different from zero. 
If M + M' = 0, the coset method is still valid 
for reducing the product representation. However, 
in this case, the double cosets will be labeled by 
the modulus of the total linear momentum. 

Note added in proof. It is worth mentioning ex-

plicitly that to apply directly the general formalism 
to the amplitudes (52) would require some (second­
ary) modification. It is this difficulty that we have 
avoided by using the results obtained for the helicity 
coupling. 
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A discrepancy between the methods of the grand and the canonical ensemble which arose in the 
study of the spherical model of a ferromagnet even for properties of individual spins is traced to an 
incorrect order of taking limits. The spin system must be considered for a small but not vanishing 
field first, and the limit of zero field must only be taken after the limit of an infinite number of particles 
has been taken. For this case no discrepancy between the two ensembles arises. A calculation proceed­
ing entirely at zero field cannot be considered as logically admissible; discrepancies arising in this 
case are thus of no physical consequence. 

I. INTRODUCTION 

I N 1952, Berlin and Kac introduced the so-called 
"spherical model" of a ferromagnet into the 

literature. l The model is a modification of the Ising 
model. Like the Ising model it has scalar "spins" E; 

on fixed sites, interacting through nearest neighbor 
interaction of the form -JE;Ei' It differs from the 
Ising model in that the spins are not restricted to 
the values + 1 and -1 but may assume any real 
value. The magnitude of the spins is held in the 
mean to something like ± 1 by the side condition 

(1) 

Berlin and Kac interpreted this condition rigorously. 
In other words, they accepted (1) as a microcanonical 
constraint, and derived the properties of their model 
with considerable labor. In particular they had to 
carry out a very difficult contour integration. Such 
integrations are known to be associated with micro­
canonical constraints generally. 

Following this paper, Lewis and Wannier2 wrote 
a short article pointing out that the spherical model 
lends itself very well to the grand canonical ap­
proach. In that approach the spins are left free 
entirely, but a variable S conjugate to L:i E~ is 
introduced. The statistics of this relaxed problem 
are carried through, and in the end the parameter S 
is adjusted in such a way that the condition (1) is 
valid in the mean. It seemed to us that the equiva­
lence of the two procedures is a cornerstone of all 
thermal physics. Indeed, this point of view seemed 
to be justified by the early results. After a calcula­
tion which is almost trivial in its simplicity, Lewis 
and Wannier reproduced all thermodynamic results 

* This work has been supported by the U. S. Office of 
Naval Research. 

1 T. H. Berlin and M. Kac, Phys. Rev. 86, 821 (1952). 
2 H. W. Lewis and G. H. Wannier, Phys. Rev. 88, 682 

(1952). 

of Berlin and Kac. However, some time later, dis­
crepancies began to be noted. The first one was in 
L:; E:. This did not seem very serious. For this 
quantity is intimately associated with the fluctua­
tion in the spherical constraint (1) and a discrep­
ancy is thus not very surprising. However, it was 
then noted that there is a discrepancy in the prob­
ability distribution of an individual spin. The dis­
tribution comes out to be Gaussian about 0 for all 
temperatures by the grand method. The micro 
method, on the other hand, yields a double peak 
about + 1 and -1 below the Curie point. Lewis 
and Wannier admitted these discrepancies.3 A gen­
eral paper by Lax followed which pointed out that 
discrepancies of this sort are to be expected when­
ever the contour integration of the micro method 
does not proceed over a normal saddle point.4 

We wish to take up the preceding question again 
after a lapse of some years because we feel that im­
portant physical principles are at stake in this dis­
cussion. If the preceding results are taken at face 
value they are equivalent to the assertion that the 
Maxwellian distribution might be right for a gas 
whose total energy is kept fixed, but that an entirely 
different distribution might arise if the gas is placed 
into a constant-temperature bath. In other words, 
the stability of the atomic scale parameters with 
respect to macroscopic constraints is called into 
question. The entire edifice of statistical thermo­
dynamics rests on that stability. It is therefore 
proper to re-examine the results discussed earlier 
to see if the discrepancy described previously is 
genuine. It is the purpose of the following paper to 
argue that the discrepancy arose from a freak situa­
tion. The properties were calculated at points of 
discontinuity in the phase behavior of the system. 

8 H. W. Lewis and G. H. Wannier, Phys. Rev. 90, 1131 
(1953). 

4 M. Lax, Phys. Rev. 97, 14]9 (1955). 
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Two limiting processes are associated with these 
points: passage to the limit of zero magnetic field 
and passage to the limit of infinite N. In Ref. 2 these 
limits were taken in the order given. If the order of 
the two limiting processes is reversed the discrep­
ancy between the two modes of computation disap­
pears. The discrepancy is therefore not between the 
two forms of statistics, but within one form of sta­
tistics. This result does of course not explain away 
entirely the discrepancy previously found. But it 
salvages the principles of statistical mechanics by 
showing that if proper care is taken the result of a 
statistical calculation is independent of the ensemble 
enployed in computing it. 

II. SPIN PROBABILITIES WITHOUT FIELD 

In this section we shall work out the previously 
discussed discrepancy. In other words we shall com­
pute the probability distribution for an individual 
spin El using either ensemble and assuming no field. 
The energy of the model then equals 

E = -!J L: EiE;. 
(i .;) 

(2) 

Here the summation is over nearest-neighbor pairs 
i, j, and each pair is counted twice. J is the inter­
action energy. Introducing the abbreviation 

K = J/2kT, (3) 

we can now write two kinds of partition functions. 
The microcanonical partition function QID. reads 

Qm = i: ... J dEl ••. dEN 

. exp [K L: EiE;] a(N - t E~) 
(i.il ;·1 

= i: ... J dEl ••• dEN 

. exp [K ~ EiE;] 21 ·1i~ dS exp[S(N - t E~)J 
(I.,) n -uo 1-1 

or 

1 jao+i," 1'" J Qm = -. . dS exp [NS] ••• dEl'" dEN 
2"/rt ao-,'" -," 

·exp [-S ~ E~ + K (ft) EiE;]' (4) 

On the other hand, if the grand canonical method is 
employed we construct a grand partition function 
Qg(S) as follows 

QiS) = i: ... J dEl ••• dEN 

·exp [K L EiE; - S L E~] (5) 
(id) i-I 

and impose the side condition 

a[ln QiS)]/as = -N. (6) 

Now we observe that in either ensemble 

Q = i: peEl) dEl = i: P(x) dx 

= i: [I: peEl) a(EI - x) dEl] ax (7) 

P(x) = L: peEl) a(EI - x) dEl, 

which is equivalent to inserting a(EI - x) into the 
integrand of Q. We may thus define 

p(x) = P(x)/Q. (8) 

p(x)dx then represents the probability that a single 
spin have a value between x and x + dx. 

Our problem has now been transformed into the 
evaluation of Q and P(x) micro and grand canoni­
cally. To achieve this we may apply the following 
orthogonal transformations: 

E = (V)y, 

where (V) is a matrix whose elements are 

Vh = N-'[cos 21rN- l (k - 1)(s - 1) 

+ sin 21rN- l (k - 1)(s - 1)], 

then we have 
N N 

El = L VlkYk = N-i :E Yi 
k·l i·l 

and 

L: EiE; = L: }o..,y!, 
i.i » 

(9a) 

(9b) 

(10) 

(11) 

(12) 

(13) 

It is found for the case of a simple cubic three-dimen­
sional net of spins that the quantities }o.., equal 

21r 27m 
}o.., = 2 cos N (P - 1) + 2 cos N 1 (P - 1) 

+ 2 cos ~ln2 (P - 1). (14) 

After these transformations we find the following 
results in the microcanonical case: 
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1 jao
+'''' 1'" J g(z) = g(3) + 2(K - Ko)(z - 3) Qm = -. . dB exp [NS] ••• dEl'" dEN 

2n a.-.'" '" + (2-'/3'11')(z _ 3)! + O[(Z - 3)~. 

·exp [ -8 ~ E~ + K <ttl E,Ej] 

1 ja.+,,,, 1'" J 
= -. . d8 exp [NS] ••• dYI'" dYN 

2n ao- ... CO -co 

. exp [ - 8 ~ y; + K ~ AjY~] 

. exp [ N 8 - ~ ~ In (8 - KAj)] 

or 

Qm = 'll'N/22Ke-lNln2K ~ j.O+i'" dz(z _ !Alr'eN.(O), 
2n '0_'''' 

(15) 
where 

g(z) = 2Kz - !fez), (16) 
N 

fez) = lim N- I :E In (z - tAj) 
N-co ;-2 

2r 

(17) 

z = 8/2Kj Zo > ! lAma", I = tAl' (18) 

Now, for T > To(K < Ko) with To = (3.9568)J /k or 

1 r2r 
rr r2r 

4K. = (2'11')a 10 10 10 tU,,1 tU,,2 tU"a 

• [3 - (cos WI + cos W2 + cos Wa)r
l = 0.50546, 

the saddle point exists; thus 

,Qm(S) = 2K'II'iN exp (- tN In 2K) 

exp [N g(z.)] 
(19) 

with z. determined from 

1 rr 12r 12r 

4K = (2'11')3 10 0 0 tU,,1 tU,,2 tU"a 

• [z. - (cos WI + cos W2 + cos Wa)r
l 

• (20) 

However for T < T. the saddle point sticks to the 
point at z = 3, and in the neighborhood of z = 3 
it is found by analytic continuation that 

:fez) = f(3) + 4Ko(z - 3) 

- (21/3'11')(z - 3)1 + o[(z - 3)~, 

Hence 

Qm = 2K'II'iNe-iNln2K[N2'11'(K - K.)r'eN
'(3). (21) 

Furthermore, 

1 jao
+,,,, 1'" J Pm(x) = -. d8 exp[NS] •.. dEl'" dEN 

2n ao-tCD -to 

1 jao
+,,,, 1 1'''' 

= -2 . dB exp [N S] -2' . dq n a.-ico ~ _,to 

. exp [qx] i: ... J dYI ••• dYN 

1 [1 N 1 ]-1 
. J -:E ....,.,.------
'II' N ;_18 - KAj 

1 [1 ~ 1 ]-i 
'J -- £..J 
'II' 2KN i-I z - tAj 

[ 2/( 1 N 1)) 'exp -x -- :E . 
2KN ;-1 z - tAl 

For T > To(K < Ko) the saddle point exists and 
we have 

Pm(x) = 2K'II',Ne-,Nln2K 

exp [N g(z.)] 1 (!. 2) 
. (z, - tAl)t[2'11'N(a2g/al) • .J' (2'11')1 exp - 2X (22) 

where the relation 

. lIN 1 l(d) 1 
~~ 2K N ~ z- tXj = 2K dz fez) " = 2K 4K = 2 
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has been used. Thus we have, combining (19) and p(x) = (!A)t exp {- lA [(1 - A-I) + x 2]HlZ)iJ -t(Z) 
(22), 

(23) 
= (lA)! exp {-lA[(1 - A-I) + x2]}7r-! cosZ 

= 7r -l(lA)i exp {-lA[(1 - A-I) + x2
]} 

which is a Gaussian as expected. The width of this 
Gaussian is such that the expectation value of x 2 

equals 1, in agreement with the spherical constraint or 
(1). 

For T < Tc(K > K.), we have instead 

[
IN 1 J-l . -2: 1 

2KN i-I z - "2Ai 

{ 2/[ 1 N 1 J} ·exp -x -- 2:---'--,---
2KN i-I z - lAi 

. [_1_ + 2K. (z _ 3)J-1 
2KN K 

·exp {-X2(Z - 3) /[21iN + 2:. (z - 3) J} 
- eN.(a) [ K Jl 
- 47fNK.(K - K.) 

{ K [( K) J} 1 jao+ioo 

·exp -- 1- _. + x2 
-. . dtC! 

2K. K 2m ao-. oo 

[ 
1 {ix )2J . exp t - 4t \K-. [K(K - K.)]l , 

where the transformation 

12K. t 
2KN + K (z - 3) = N(KIK.)(K - K.) 

has been employed. We now use the expressions 

1 (1 )'lc

+
ioo 

( Z2) J .(Z) = 2m 2 Z c-ioo exp t - 4t C'-l dt 

and obtain finally 

P () = lN2Ke-IN In 2K+N.(3) [ K Jl 
m X 7r 2Ko27rN(K _ Ko) 

·exp {-2~. [(1 - ~.) + X2J}(~ ZYJ-t(Z). (24) 

Combination of (21) and (24) yields then (define 
KIK. == A for typographical simplicity) 

6 W. Magnus and F. Oberhettinger, Formulas and Theorems 
for the Functions of Mathematical Physics (Chelsea Publishing 
Company, New York, 1949), p. 28. 

( ) 1 -1(2A-l )-! P x ="27r 

·(exp {-[(I - A-l)l - xr[(2A-l)lr2
} 

(25) 

which represents a superposition of two displaced 
Gaussians of width of (KoIK)1 = (T ITo)! and a 
displacement of ±(1 - KoIK)1 = ±(1 - TIT.)! 

In the grand canonical case the same calculation 
proceeds as follows: 

QK(S) = i: ... J dEl ... dEN 

or 

·exp [K 2: EiE; - S £ E~J 
(i.i) i-I 

= i: ... J dYl ••• dYN 

·exp [£ AiY~ - S £ Y~J 
i-I ;-1 

(26) 

The canonical variable S should be fixe(by the side 
condition (6) which leads to 

1 1 
1 = 2N(80 - 6K) + 2(27r)a 

12712712.. dwl dw2 dwa 
• 0 0 0 8 0 - 2K (cos "'1 + cos "'2 + cos "'a) , 

(27) 

from which we can solve for 8 0 for all ranges of 
temperature even if T < To, since then the first term 
of the right-hand side of the above equation can 
take care of it. 

Now, using the fact that 

1 N 1 1 (a N ) 

N 2: 8 _ KA. = N "8 ~ In (8 - KA;) 
,-1 0 1 U ,=1 8 0 

1 a 
= -2 N as (In QiS» = 2, 

we have 
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P(x, 80) = i: '" J dEl'" dEN 

· exp [K L: EjEi - 80 t E~J a(El - x) 
(i,i) ;-1 

= 1r;N exp [-~ ~ In (80 - KAi)}-; 

[
IN 1 J-i 

• N ~ 80 - KAi 

{ 2/[1 N 1 ]} · exp - x - L: -:::;--=-
N i-l 80 - KAi 

Qr 

P(x, 80) = 1r;N 

. exp [ -~ ~ In (80 - KA;) ]c21r)-ie-;z'. (28) 

Combination of (26) and (28) thus yields 

p(x) = (21rrie-;~', (29) 

which is a Gaussian for all temperatures, and thus a 
discrepancy occurs when T < To. 

m. SPIN PROBABILITIES IN THE LIMIT OF A 
VANISHINGLY SMALL FIELD 

To overcome this apparent discrepancy, we may 
now start with a finite field. Then the microcanonical 
partition function can be written as 

Qm = IN . .. J dEl .•• dEN 

:E f/'-N 
i-I 

'exp [ K (t; E;Ej + 2M ~ Ei], (30) 

where 

M = iJ.JI/2kT, 

with iJ.o = magnetic moment of a single spin; H = 
external magnetic field. 

Following the same manner of calculation as be­
fore we end up with the following expressions. 

A. Microcanonical Case 

1 1«0+;"" 
Qm(S) = -.1r;N d8 

2n «0-;"" 

[ IN ] [NM
3 

] ·exp N8 - 2 ~ In (8 - KAj) exp 8 _ 6K ' 

(31) 

[ IN ] [NM2 ] . exp N 8 - 2 ~ In (8 - KAi) exp 8 _ 6K 

[
IN 1 J-i '1r-i - L: --=­
N i-1 8 - KAi 

{ [ 
M ]2[ 1 N 1 J-l} 

. exp - S _ 6K - x N ~ S - KA; . 

(32) 

The saddle-point condition is given by 

1 M2 1 
1 = 2N(S - 6K) + (S - 6K)2 + 2(21r)3 

12"12"1211" dwl dw2 dW3 
• 0 0 0 S - 2K(cOSWl + COSW2 + COSwa) 

(33) 

For the case M *' 0 we can always solve the above 
equation for S. Even for the limiting case M -7 0, 
if we hold the condition N M » 1 as N -7 GO, M -7 0, 
the first term can be neglected. In this case we have 

For T > To(K < K.) 

1 
1 ~ 2(21r)3 

12"12"12
" dwl dw2 dwa 

• 0 0 0 So - 2K(cos Wl + cos W2 + cos wa) 

(34) 

For T < To(K > K o), 

1 ~ M 2/(S - 6K)2 + Ko/K (35a) 

or 

M/(8 - 6K) = ±(1 - Ko/K)i. (35b) 

Hence 

(36) 

with 

1 N ~ 
G(S) = 8 - 2 ~ In (8 - KAi) + S _ 6K (37) 

and 
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which lead to the following: 

For T > To(K < K o), 

p(x) = (2'IITle-l~' , (39) 

again a Gaussian. 

For T < To(K > Ko) (here, define B == Ko/K) 

p+(x) = 7r -i(2Bri exp {- [(1 - B)i - x]2[(2B)ir2} 

(40a) 

if M/(80 - 6K) = +(1 - B)i is substituted 

or 

p_(x) = 7r-i(2Bri exp {-[(I - B)i + x]2[(2B)lr2} 

(40b) 

if M/(80 - 6K) = -(1 - B)l is substituted. 
Here we have a discontinuity which arises from 

the ambiguity of the sign of square root. We may 
note that if we take an arithmetical mean of p+(x) 
and p_(x) we do go back to the result (25). 

B. Grand Canonical Case 

Q,.(s) = 7rIN 

[
IN ] [NM2 ] . exp -2 ~ In (8 - KA i ) exp 8 _ 6K ' (41) 

P(x, S) = 7rIN exp [ -~ ~ In (8 - KAi) ] 

[ 
NM2 ] _ [1 N 1 ]-1 

. exp 8 _ 6K X 7r I N ~ 8 - KAi 

{ [ 
M J2[ 1 N 1 J-l} 

·exp - 8 _ 6K - x N ~ 8 _ KAi (42) 

with the side condition (6) 

or 

1 M2 1 
1 = 2N(8 - 6K) + (8 - 6K)2 + 2(27r)3 

12'"12"12.- dwl dw2 dwa 

• 0 0 0 8 - 2K(cOSWl + COSW2 + COSwa) 

(43) 

which is the same as the saddle-point condition (33). 
Thus, the same results follow as under Sec. IlIA. 
After a comparison with the results obtained in the 
Sec. II the equivalence of these micro and grand 
canonical methods can thus be ascertained. 

IV. CONCLUSIONS 

Since the result (29) cannot be reached by a 
limiting process from a finite field when T < T., we 
are inclined to consider it simply an erroneous an­
swer, arising from an incorrect order of taking limits. 
The results for vanishingly small field do agree in 
the two statistics. The equivalence of the two pro­
cedures is thereby established, in agreement with 
the principles of statistical mechanics. One simply 
has to be cautious when trying to compute the 
value of a function I(x) at a point of discontinuity 
Xo. Only lim._o/(xo + E) and lim._o/(xo - E) are 
properly defined. This observation has no deep im­
plication for the validity of various ensembles in 
statistical mechanics. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 6, NUMBER 11 NOVEMBER 1965 

Wave Scattering and the Geometry of a Strip 

JOHN M. MYERS 
Raytheon Research Division, Waltham, M a88achuaeU8 

(Received 28 April 1964; final manuscript received 15 April 1965) 

A new method is introduced to find properties of wave and other fields. The relationship be~ween 
the geometry of the strip and the symmetry of the Helmholtz e9-u~tion is shown and leaeJ:! to preVl.ously 
nndiscovered properties of the field. The field pattern of the strIP IS shown to have a partIcularly SImple 
fonn and, moreover, to be completely determined by symmetry-like principles. 

I. INTRODUCTION 

T HE problem of wave scattering by a strip has 
been extensively studied,I-' but a class of valu­

able relations has remained unexplored. These are 
related to the behavior of the field near the strip 
ends and stem from the form of the change that the 
wave field exhibits when an infinitesimal extension 
of the strip is made. Some of the relations can also 
be shown for a variety of other scattering obstacles, 
and the derivations for the strip will be cast in terms 
that facilitate the generalizations. 

II. FORMULATION 

We suppose a monochromatic wave process gov­
erned by the two-dimensional Helmholtz equation, 
with a wave field cp defined on the (x, y)-plane. If 
the field were not constrained on the strip then it 
would be the incident field cpine, which is assumed 
known. When a boundary condition is imposed on 
the strip L2 < x < L 1, y = 0, a scattered field 
<pa• is induced so that the field tjJ is given by 

(1) 

<p and cpa. are determined by the conditions (a) 
through (e): 

(a) (0; + 0; + k~cp·c = 0 (2) 

at all points not on the closed strip, where" closed" 
refers to the strip plus its end points. 

(b) cpso satisfies Sommerfeld's radiation condition 
at infinity.' 

(c) On the strip, either 

cps. = _cpine (Dirichlet condition) 

or 

1 P. M. Morse and P. J. Rubenstein, Phys. Rev. 54, 895 
(1938). 

S P. M. Morse and H. Feshbach, Methods of Theoretical 
PhysiC8 (McGraw-Hill Book Company, Inc., New York, 
1953). 

I R. A. Schmeltzer and M. Lewin, Quart. Appl. Math. 21, 
269 (1964). 

, C. J. Bouwkamp, Diffraction Theory, Proc. Phys. Soc. 
(London) 27, 35 (1954). 

(Neumann condition). 

When it is necessary to distinguish which boundary 
condition is assumed, D will be subscripted to func­
tions associated with the Dirichlet condition and N 
will be subscripted for the Neumann condition. 

(d) With Bouwkamp' we may also require that 
4>'~ be symmetric about the line y = 0 and that 
4>"; be anti symmetric. 

(e) 4> •• is finite everywhere (including the end­
points of the strip). These conditions are known to 
determine cp and tjJ8C uniquely. 

We shall be primarily concerned with the field 
1/t of a unit point source, and view this field as a. 
special case of the general field cpo Let x be the posi­
tion vector to the point (x, y), and let x' denote 
the source point (x', y/), which may be any point 
not on the closed strip. The field due to a point 
source at x' is denoted 1/t(x, x', L 1, L 2), or often 
abbreviated as 1/t(x, x'). Conditions (a) through (e) 
determine 1/t when we stipulate that the incident 
field is the free-space Green's function G: 

1/tine = G(x, x') == iiH~l)(k Ix - x'\). (3) 

m. THE BASIC RELATION 

In the Appendix, it is demonstrated from integral 
equations that the change in 1/t associated with an 
infinitesimal shift in the location of the endpoint 
L1 is the same function of x, up to a multiplier, in­
dependent of the location of the source. Let Xl 

be any fixed point on the plane and not on the closed 
strip, such that for some X2 the derivative 0J,,1/t(x2 , Xl) 

is not zero. For any two points x and x' there is a 
function a(x', Xl, L 1, L 2), or briefly written a(x', Xl), 

which is independent of X and such that 

oJ,,1/t(x, x') = a(x/, X1)OL,1/t(X, Xl)' (4) 

Equation (4) can also be derived in ways other 
than that of the Appendix, and these are instructive. 
It is easy to show that 

(5) 

1839 
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and that OL,I/; satisfies the Helmholtz equation at all 
points not on the closed strip even though I/; itself 
has a singularity at x = x'. Further, OL, satisfies 
the symmetry and radiation conditions. It satisfies 
the same boundary condition on the open strip as 
does the scattered field associated with zero incident 
field, since 

(6) 

everywhere. It is bounded at (L2 , 0) but we must 
examine it at the end point of (L1' 0). For x near 
(L1, 0) the Dirichlet field 1/;0 behaves as Re [(x + 
iy - L1)i] plus terms which have bounded deriva­
tives with respect to L 1• This behavior is discussed 
by Bouwkamp4 and may also be shown by the same 
relation between the Helmholtz and Laplace equa­
tions as is used in the Appendix. Similarly I/;N be­
haves as 1m [(x + iy - L1)1] plus differentiable 
terms. Hence OL,I/; has a square-root singularity at 
(L1' 0). But, since the singularity is a simple square 
root, some linear combination of OL ,I/; (x, x') and 
OL,I/;(X, Xl) will be bounded at (L1, 0). The combina­
tion then satisfies all the conditions of Sec. II for 
a scattered field corresponding to no incident field. 
These conditions are satisfied by the null function. 
Since the conditions uniquely determine the scat­
tered field, the null function is the only solution for 
the combination. This statement is equivalent to 
Eq. (4). In passing, one notes that OL,I/; is an example 
of the necessity of condition e), since without that 
condition OL, could be added to any I/; to form a 
second distinct field for the same source. 

A second way of deriving Eq. (4) is based on 
considering the extension of the strip from L1 to 
L1 + aLl. On the extended strip L2 < x < L1 + aLl, 
we know that I/;(x, x', L 1, L 2 ) departs from the bound­
ary condition, though only on the extended incre­
ment. The effect of this departure is that of an in­
cident field which has the same departure. The field 
change al/; is the scattered field associated with il­
lumination of the extended strip by this" incident 
field." On the extended strip Vto(x, x', L 1, L 2 ) is 
zero up to L 1; and on L1 < x < L1 + aLl it is 
(x - L I )' times a multiplier which depends on 
x', plus terms of higher order in (x - L 1). The 
multiplier will be denoted -i(2/Tr) 'So (x', L I , L2). 
It may be shown from an integral-equation analysis 
that the higher-order terms make no contribution as 
strong as first order in aLI, and so may be neglected. 
Thus the" incident field" with which al/; has been 
associated is the same function of x, whatever the 
value of x', up to the multiplier So. Essentially the 
same is true for the Neumann case, where a.VtN(X, x', 

L 1, L 2 ) departs from zero on the extended incre­
ment as a strength (27r)-lSN times (x - L 1)-" plus 
negligible terms. For either case we may consider 
two source points simultaneously and regulate the 
strength of one of the sources so that the" incident 
field" is zero. Consequently, oy,. must also be zero. 
This statement is again equivalent to Eq. (4), where 
now (-a) becomes the strength of the regulated 
source. 

A third and last derivation follows from modifying 
the above argument. One merely observes that since 
the effective "incident field" which produces al/; 
is a product of Sex', L 1, L2 ) times a function of x 
which is independent of x', and since the problem 
is linear in x, it follows that aVt, which is just 
[OL,I/;(X, x'L1, L 2]aL1, must also be a product of S 
times (another) function of x. 

This view suggests more relations. It is obvious 
from the definition of S that 

~ (!2)-' So(x', L I , L2 ) = lim (x - L I ) -1 l/;o(X, X'), 
~ z_L, + (7) .-0 
and similarly that 

(211")-lSN(x', L1, L 2) = lim (x - LJ)ia.I/;N(x, x'). 
z-;;:~+ (8) 

It was shown in the last paragraph that 0 L, Vt(x, x') 
is equal to Sex', L I , L 2 ) times a function of x (and 
LI and L 2 ). It is well known2 that 

I/;(x, x') = I/;(x', x). (9) 

Differentiating Eq. (9) with respect to L I , one sees 
that this reciprocity applies also to OL,I/;. Thus the 
function of x must be proportional to Sex, L 1, L2 ). 

By comparison with Eq. (4) it must also be pro­
portional to OL,Vt(X, XI), where Xl is arbitrary. These 
two requirements are compatible. Since, up to a 
multiplier, aL,I/;(x, Xl) is the same function of x, 
independent of Xl, that same function results when 
a limiting process is carried out on Xl. From reci­
procity and the behavior at the end points one shows 
that 

lim (Xl - Ll)'OLIVtO(X, Xl) = i(27r)-iSo(X, L l , L2). 
':1-L 1+ 

111- 0 

and 

(10) 

lim (Ll - Xl)'OL,I/;N(X, Xl) = (27r)-'SN(X, L 1 , L2). 
%l-L.-

111 ... 0 + 

(11) 

Thus we have shown that for some Co and CN, which 
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may depend on Ll and L 2 , but are independent of with 
x and x', 

(22) 
(h.1f;(x, x') = cS(x)S(x') , (12) 

where the abbreviated notation is used for S. On 
substituting Eq. (12) into Eqs. (10) and (11) one 
finds 

i. = (211-)1 lim (Xl - Ll)t Sn(xl) (13) 
CD %1-L 1 + 

111=-0 

and 

1. = (21r) t lim (Ll - Xl) t SN(Xl) . 
eN zl-L 1 -

(14) 
11'1-0+ 

IV. CHANGE WITH RESPECT TO ~ 

It is straightforward to define S2 and C2 which 
describe the derivative with respect to L 2 • Because 
of symmetry, these may be related to Sand c. For 
an arbitrary vector x corresponding to the point 
(x, y), we define Rx as the vector to the point 
(Ll + L2 - x, y), so that R corresponds to re­
flection about the symmetry line X = HLI + L 2 ). 

From symmetry it follows that 

1f;(x, x') = 1f;(Rx, Rx') (15) 

and 

ih.1f;(x, x') = -aL.1f;(Rx, Rx'). (16) 

It then follows from Eq. (12) that 

aL2 1f;(x, x') = -cS2(x) S2(X') , (17) 

where we define 

(18) 

Sex') provides a description of the behavior of 
1f;(x, x') for x near L I • The behavior near Ll depends 
on L 2, and we now consider aL.S(x, L I , L2)' One 
differentiates Eqs. (7) and (8). The derivative can 
be carried through the limit, and with Eq. (7) and 
a little symmetry manipulation one obtains 

where 

'YD(L) = -i(~r CD Z'~~- (L2 - X,)-lSD(X') (20) 
,,'-0 

and 

'YN(L) = -(21r)tCN lim (L2 - x,)ta •. sN(x'), (21) 
z'_L.­

,,'-0 

These limits exist because by reciprocity Eqs. (7) 
and (8) give the field at x' due to a source at x 
vanishingly near (LI' 0), and the character of the 
field near (L2' 0) will be the same as for any ordinary 
field. By symmetry, 'Y can depend on LI and L2 only 
as their difference. From symmetry one shows that 

(23) 

From the simple fact that at regular points 
aL.aL.1f; = aL.aL.1f;, one may show with Eqs. (12), 
(17), (19), and (22) that 

(aL,c)S(x)S(x') = (aL,C)S2(X)S2(X'). (24) 

Since S and S2 are linearly independent functions of 
x this can only be so if 

(25) 

Physically, C represents the limit of the field near 
LI due to a source near L I , and it is not surprising 
that the length of the strip is irrelevant to this limit. 
Since C is independent of LI and L 2 , it may be deter­
mined from the limit as LI tends to L2 and this limit 
may be determined for the Dirichlet case from 
Carleman's5 solution for the logarithmic-kernel in­
tegral equation. One finds 

CD = 1; (26) 

the choice of normalization of SD was of course made 
with Eq. (26) in mind. Through Babinet's prin­
ciple2

•
4 and the use of the semi-infinite strip instead 

of a short strip one finds 

CN = CD = C = 1. 

V. PROPERTIES ASSOCIATED WITH THE 
SYMMETRY OF THE STRIP 

(27) 

What has been shown so far, except for Eq. (18), 
is presumably valid for segments of arbitrary smooth 
curves. We turn now to special properties of the 
strip. The first is that moving both end points by 
the same amount is equivalent to translating the 
strip. From this and the translational symmetry of 
the Helmholtz equation it follows that on the whole 
plane 

and 

(29) 

IT. Carleman, Math. Z. 15, 111 (1922). 
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From Eqs. (12), (17), (18), and (28) it follows that 

(a~ + a~,) I/;(x, x') = S(Rx)S(Rx') - S(x)S(x'). (30) 

Equation (30) can also be derived from the observa­
tion that (d~+d~') commutes with the Helmholtz 
operator, and on the whole plane, 

(d~ + d~,)G(X, x') = O. (31) 

It follows that (d~ + d",)I/;(X, x') is free of any singu­
larity at x = x', and except for end-point singularities 
satisfies all of the requirements of the scattered field 
associated with zero incident field. From Eqs. (7), 
(8), (13), and (14) one can show that the endpoint 
singularities can be cancelled without spoiling 
the boundary condition by addition of the term 
[S(x)S(x') - S(Rx)S(Rx')]. The combination then 
satisfies all of the requirements without exception 
and must be the null field. This is equivalent to Eq. 
(30). 

The Dirichlet and Neumann fields for the strip are 
related. Both d. and d., commute with the Helm­
holtz operator, and (d. + d.,) can replace (d" + d",) 
in Eq. (31), so that (d.I/;N + dw4n) has no singularity 
at x = x', and except for being unbounded at the 
end points satisfies all conditions for the Dirichelt 
scattered field corresponding to zero incident field. 
Examination of the end-point singularities shows 
that 

{O~I/;N + Oy,I/;n 

- i -1[SN(X')Sn(x) + SN(Rx')Sn(Rx)]} 

is free of end-point singularities and is thus neces­
sarily zero. One so obtains 

O~I/;N(X, x') + o~,I/;n(X, x') 

= i -1[SN(X')Sn(x) + SN(Rx')Sn(Rx)]. (32) 

It follows from differentiation of Eq. (32) with 
respect to Ll that SN and Sn are related. One may 
use Eq. (12) and rearrange the resulting terms to 
equate a function of x to a function of x'. It follows 
that both must be independent of x and x', and must 
equal some function r which depends only on L. 
With the use of Eqs. (19), (23), and (29), this result 
can be put in the form 

O.SN(X) - i(yn + 'YN)Sn(Rx) 

- i(o" - r)SD(X) = 0, (33) 

and 

8.Sn(x) - i('Yn + 'YN)SN(Rx) 

One obtains a complementary pair of equations on 
replacing x by Rx, in which case dX is of course to be 
replaced by -dX. It follows from differentiation of 
Eq. (33) with respect to y, a little manipulation, and 
use of the fact that S satisfies Eq. (2), that 

r2 = ('Yn + 'YN)2 - k2
• (35) 

It follows that r like 'Yn and 'YN depends on Ll and 
L2 only as L. 

Another kind of relation follows from the fact that 
the polar-coordinate rotation operator, dB( =Xd" -
ya,,) commutes with the Helmholtz equation. It is 
easy to show that aBI/;N and dB,I/;n both satisfy the 
Dirichlet condition on the strip. Equivalently, the 
relation between them may be expressed through 
the angular relations between Sn and SN' The rela­
tions are simplified if the point of rotation is taken 
to be the singularity so that the operator is (d, -
L 1a.). One obtains from the usual considerations 

(dB - L 1oy)SD(X) = -i[~nSN(Rx) + !SN(X)] (36) 

and 

(aB - L 1a.)SN(X) = -i[~NSD(Rx) + !SD(X)]. (37) 

A complementary pair is obtained when one replaces 
x by Rx and a, - Lid. by - (a B - L 2d,,). 

These equations may be used to determine 'YD 
and 'YN' On differentiating the complement of Eq. 
(36) with respect to L 1, using Eqs. (19) and (23), 
dividing by 'YD and then subtracting L times Eq. 
(33) one obtains an equation of the same form as 
Eq. (36). Comparison shows that 

r = ..L ('YN - 1) - J.. ~ 'YD' (38) 
2L 'YD 'YD dL 

A similar manipulation starting with the comple­
ment of Eq. (37) yields 

(39) 

Equations (35), (38), and (39) form a pair of second­
order ordinary differential equations for 'YN and 'YD' 
One may verify that Eqs. (35), (38), and (39) are 
equivalent to the introduction of a function "I(t) with 

'Yn 1 [1 d 1 J k = 4 1](t) dt 1](t) - 1](t) - 1](t) , (40) 

'YN 1 [1 d 1 J k = -4 1](t) dt 1]{t) + 1](t) + 1](t) , (41) 

where 

- i(fJ" + r)SN(X) = o. 
d

2

1](t) = _1 [(d1](t»)2 _ IJ _ 1. d1](t) + [ (t)]3 (42) 
(34) dt2 "I(t) dt t dt 1] , 
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and 

The behavior for small t is determined from Carle­
man's solution.5 This with substitution into Eq. 
(42) yields for small t 

71(t) = -to - (t5/128)[803 
- 802 + 40 - 11 

where 

o = In it - !i1l" + 0.5772157 ... , (45) 

where the decimal number is Euler's constant. Equa­
tion (42) is discussed by Ince6 on p. 335 and has 
been solved numerically and tabulated by Myers.7 

Thus 'YD and 'YN are determined. 

VI. THE FIELD PATTERN 

The behavior far from the strip when the source 
is also far away is described by the field pattern 5', 

<r(8 8') - 1· ",(x, -x') ( ) 
'" - I",ll~ li[Ho(k IxJ)Ho (klx'J)]' 46 

lxi_co 

where 

cos 0 = x/lxl (47) 

and 

sin 0 = y/lxl, (48) 

and the limits are to be taken with 0 and 0' held 
constant. The minus sign occurs in Eq. (46) because 
0' is defined as the propagation direction of the in­
cident field, rather than the source direction. We 
define corresponding limits for S by 

) 
. Sex) 

g( 0 = hm1.·H (k I I) 1.,,1-'" 4~ 0 X 
(49) 

Far from the strip the scattered field behaves locally 
as a plane wave and for this reason one obtains the 
corresponding limits 

where f(O) = g(O)IL,+L.-O. From this point on we 
shall take the strip as centered so that L1 + L2 = o. 
It then follows from Eqs. (12), (17), (22), and (27) 
that 

ih5'( 0, 0') = f( O)f( 0' - 11") + f(1I" - O)f( - 0') 

= f(O)f(O' - 11") + f(O - 1I")f(O') (52) 

where the second part of the equality is possible 
because fD is symmetric in 0 and fN is antisymmetric. 
Again using the "local plane wave" behavior, one 
can carry out the limit on Eq. (30) to obtain 

ike cos 0 - cos 0')5'( 0, 0') 

= f( 0 - 1I")f( 0') - f( O)f( 0' - 11"). (53) 

From Eqs. (19) and (29) one obtains 

(k- 1aL + !i cos O)f(O) + h(L)/k1f(1I" - 0) = O. (54) 

Equation (54) and the complement obtained by 
replacing 0 by 11" - 0 form a second-order system of 
ordinary differential equations for f(O). From exam­
ination of the behavior for small L, one can show 
that for small L 

fD(O) = (211"/L)!( -!kL cos 0 

+ (i/O(!kL)} + 0[L2
]), (55) 

Equation (55) provides the initial condition for 
Eq. (54) for the Dirichlet condition. 

The Neumann function fN is expressed in terms of 
fD when one takes the limit of Eq. (33) with L1 + 
L2 = O. One finds 

sin OfN(O) = [C'YD + 'YN)/k1fD(1I" - 0) 

+ (i cos 0 - r/k)fD(O). (56) 

One may take the limit of Eq. (36) and use Eq. 
(56) to show 

C(c:s 0) + !ikL )fD(O) = 1 - :OS2 0 

X {[ kL ~D ('YD t 'YN) + ~ (i cos 0 - f) }D(O) 

S( -x) -+ g(O - 11"), 

S(-Rx) + e'k{L,+L"co.Og(_O). 
(50) + ['YD t 'YN - kL ~D f - ikL f: cos 0 }D(1I" - O)}. 

(57) 

One readily shows that the effect of translation of 
the strip on the field pattern is described by a phase 
factor, and correspondingly that 

g( 0) = f( 0)e- iik {L.+L"C080, (51) 

• E. L. Ince, Ordinary Differential Equations (Dover Pub­
lications, Inc., New York, 1956). 

7 J. M. Myers, "Symmetry in Scattering by a Strip," 
Harvard University thesis, Department of Engineering and 
Applied Physics (1962). 

Equation (57) and the complement obtained by 
interchanging 0 and 11" - 0 form a second-order 
system for ID(O); this time, however, the system is 
differential in o. For computation, one may derive 
starting values from Eq. (54) at one special value 
of o. One notes that ID is even in 0 and hence a 
function only of cos 0, so that changing the depend­
ent variable to cos 0 is computationally advanta-
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geous. Equation (57) may be obtained also as the 
Fourier transform of the differential equation for 
a.1/ID evaluated on the strip. This equation can be 
obtained from Latta's method.7 ,s 

vn. NUMERICAL RESULTS 

Equations equivalent to Eqs. (42), (54), and (57) 
have been numerically integrated and are tabulated 
in Ref. 7. Some of these results are presented graphi­
cally in Figs. 1 and 2, where we have defined the 
differential cross section 

FIG. 1. Back-scattering cross sections vs angle of 
observation. 

a u(8, 8')/a8 = (l/87rk)cr:(8, 8')g:*(8, 8'), (58) 

and the back-scattering cross section 

Uback = 27r a u(8, 8 - 7r)/a8. (59) 
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8 G. E. Latta, J. Ratl. Mech. Anal. 5, 821 (1956). 
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VIIT.OTHEROBSTACLES 

The results through Sec. IV appear to be valid 
for any class of sufficiently smooth open curves, 
except that S2(X) cannot be replaced by S(Rx). 
Many shapes have additional symmetry properties 
analogous to those of the strip, though usually not 
so extensive, so that some of the results of the later 
sections hold. The field pattern of the rectangle 
separates variables. The field patterns for the arc, 
wedge, and arc-backed wedge share a similar prop­
erty with respect to scattering of cylindrical waves. 
The disk and hemispherical shell are examples of 
three-dimensional obstacles for which analogous 
properties can be shown. A report on electromag­
netic scattering by a circular disk is in preparation. 
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APPENDIX: DERIVATIONS FROM 
INTEGRAL EQUATIONS 

A. Formulation 

As is well known,2 the formulation of Sec. II is 
equivalent to 

-1//"(x, x') = cj dXo[ G(x, xo) o!o 1/;(xo, x') 

- 1/;(xo, x') o!o G(x, xo) ] , (A1) 

where the contour is around and infinitesimally 
close to the strip. It follows that 

1/;"O(x, x') = I:' dXo[ G(x, xo)p(Xo, x') 

+ q(xo, x') :y G(x, XO)] , (A2) 

where 

p(xo, x') -lim [Oyo1/;(xo, x')lvo-. 
f-O+ 

(A3) 

and 

q(Xo. x') = -lim [1/;(xo, x')luo-. 
E_O+ 

- 1/;(xo, x') luo--.]. (A4) 

B. Dirichlet Condition 

The Dirichlet condition implies that q is identically 
zero. Condition (c) of Sec. II then yields an integral 
equation for p, 

-G(x, x') Iy-o = I:' dxo ~ H~l)(k Ix - Xol)p(xo, x') 

on L2 < x < L 1 • (A5) 

We wish to differentiate Eq. (A5) with respect to 
L 1 • One may not differentiate under the integral 
because p(xo, x') is singular at L1 and OL1P is not 
integrable. If p were continuous as Xo -7 L 1 , one 
could construct a linear combination of p(xo, x') 
and p(xo, Xl) which would be zero at Xo = L1• 
Then the derivative could be taken under the inte­
gral and moreover there would be zero contribution 
from the evaluation of the integrand at the end 
point. In fact, this procedure works in spite of the 
lack of continuity. The Helmholtz equation is related 
to the Laplace equation in a way which permits us 
to show that the singularities can be cancelled. The 
Laplace equation is equivalent to the logarithmic­
kernel integral equation, G(x, x') is analytic on the 
closed strip, and it is well known that 

liH~l)(k Ix - xoi) = const In Ix - xol + K(x, xo), 
(A6) 

where K is continuous in x and x' and has continuous 
first derivatives. From Eq. (A6) and Carleman's 
solution to the logarithmic-kernel integral equation, I> 

it may be shown that p is a function which has a 
finite slope at L1 times (L1 - xo)-;. Because the 
multiplying function has a finite slope at the end 
point, it follows that for any other source point Xl, 
there exists an aD(x', Xl, L1, L 2 ) such that p(xo, x') -
aDP(XO, Xl) behaves as (L1 - Xo) +; as Xo approaches 
L 1, provided merely that 

lim p(xo, Xl) .,t. O. 
zo-L 1 

(If by any chance this condition were not satisfied 
one would only have to interchange the labels of 
x' and Xl to obtain a combination of the desired 
form.) One thus shows that from Eq. (A5) that 
odp(xo, x') - aDP(XO, Xl)] satisfies the integral 
equation 

(oL,aD)G(x, Xl) Iv-o = 1L
' dxo ~ H~l)(k Ix - Xol) 

L. 

x OL,[P(XO, x') - aDP(xO, Xl)], 

whence, with Eq. (A5), we see 

o = 1L
' dxo ~ H~l)(k Ix - xol) 

L. 

(A7) 
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x [OL,p(XO, x') - C¥nOL,p(XO, Xl)] 

on L2 < X < L 1 • (A8) 

The Helmholtz equation, with the Dirichlet bound­
ary condition and the Sommerfeld radiation con­
dition, is known to have a unique solution (see 
Bouwkamp"). It follows that the integral Eq. (A5) 
has a unique solution. Because there is only one 
solution, the corresponding homogeneous integral 
equation, (A8) can have only the null solution. 
Therefore one obtains 

o = OL,P(XO, x') - C¥nOL,P(XO, x). (A9) 

With Eq. (A2) and the fact that qn = 0, it is easy to 
show from Eq. (A9) that 

ih, !/;(x, x') - c¥n(x', X)OL, !/;n(X, Xl) = O. (AlO) 

C. Neumann Condition 

For the Neumann condition, o!/; /oy and P are zero 
on the strip and Eq. (A2) yields 

!/;··(x, x') = fL. dxo q(xo, x') 00 G(x, Xo) 
L. y 

(All) 

and one obtains the equation which determines q 
by differentiating Eq. (A22) with respect to y and 
taking the limit as y ~ 0+. Doing this and taking the 
derivative in Eq. (All) outside the integral, one 
obtains 

02 fL. 
-[O.G(x,x')]I._o = lim-;--2 dxo 

.~o+ uy L. 

x q(xo, x')G(x, Xo) on L2 < x < L). (AI2) 

Because 

f
L. 

dxo q(xo, x')G(x, Xo) 
• L. 

automatically satisfies the Helmholtz equation, 
02/0y2 may be replaced by - (02/ ox2 + k2

). When 
this is done the limit presents no difficulty and one 
obtains 

- [O~ G(x, x') ] 1.-0 = - (o~: + k2

) 

X i~' dxo ~ Hcil)(k Ixo - xl)q(xo, x') 

on L2 < x < L). (AI3) 

This is identical, except for the use of a point source, 
to Eq. (2.26) of Bouwkamp (Ref. 4, p. 43). Equation 
(AI3) may be converted into a pure integral equa-

tion by inversion of the differential operator, but of 
course two undetermined constants emerge, since 
the operator is of the second order. 

These constants are determined by the condition 
that q, the discontinuity in the field, tend to zero 
as the end points are approached. Thus Eq. (A13) is 
well set only when accompanied by boundary con­
ditions. On differentiating Eq. (AI3) with respect 
to L 1, one readily obtains, since q is zero at L 1, 

o = - (0:2 + e) i~' dxo ~ Hci
ll

(k Ixo - xl) 

X 0~1 q(xo, x') on L2 < x < L1. (AI4) 

However, this equation does not imply that oq/oL1 
is zero, since nothing has been said about 

(Note that since 

lim q(xo, x') = 0 (AI5) 

for all L1 > L2 , oq/oL1 does tend to zero as Xo ap­
proaches L 2 .) As might be expected, one may com­
bine the fields of two sources, say a second at Xl, 
so that the combination of the oqjaL/s is zero at 
Xo = L1. This would be obvious if lim Xo ~ L1 (oq/ oL1) 
existed. In fact, it does not, but the same reasoning 
that was used for the Dirichlet case shows that for 
any x' and Xl there exists a function C¥N(X', Xl, L 1 , L2 ) 

such that 

lim [OL,q(XO, x') - C¥NOL.q(XO, Xl)] = O. (AI 6) 
ZO-Ll . 
It follows from Eq. (14) that 

o = - [0:2 + k2 
] i~' dxo ~ H~1)(k Ixo - xi) 

X [OL,q(XO, x') - C¥NOL,q(XO, Xl)]' (AI7) 

The unknown function in Eq. (AI7), unlike that of 
Eq. (AI4), is accompanied by boundary conditions 
of being zero at both ends of the strip. Hence, since 
the problem with the Neuman boundary conditions 
has a unique solution, it may readily be shown that 

OL,q(XO, x') - C¥NOL,q(XO, x) = 0 

for L2 < Xo < L). (AI 8) 

It then follows from Eq. (All) that 

o L, !/;N(X, x') - C¥N(X', x1)0 L, !/;N(X, Xl) = O. (AI9) 


	JMP, Volume 06, Issue 11, Page 1607
	JMP, Volume 06, Issue 11, Page 1611
	JMP, Volume 06, Issue 11, Page 1617
	JMP, Volume 06, Issue 11, Page 1621
	JMP, Volume 06, Issue 11, Page 1626
	JMP, Volume 06, Issue 11, Page 1635
	JMP, Volume 06, Issue 11, Page 1643
	JMP, Volume 06, Issue 11, Page 1653
	JMP, Volume 06, Issue 11, Page 1664
	JMP, Volume 06, Issue 11, Page 1666
	JMP, Volume 06, Issue 11, Page 1680
	JMP, Volume 06, Issue 11, Page 1691
	JMP, Volume 06, Issue 11, Page 1696
	JMP, Volume 06, Issue 11, Page 1702
	JMP, Volume 06, Issue 11, Page 1709
	JMP, Volume 06, Issue 11, Page 1720
	JMP, Volume 06, Issue 11, Page 1723
	JMP, Volume 06, Issue 11, Page 1730
	JMP, Volume 06, Issue 11, Page 1741
	JMP, Volume 06, Issue 11, Page 1749
	JMP, Volume 06, Issue 11, Page 1762
	JMP, Volume 06, Issue 11, Page 1768
	JMP, Volume 06, Issue 11, Page 1772
	JMP, Volume 06, Issue 11, Page 1774
	JMP, Volume 06, Issue 11, Page 1786
	JMP, Volume 06, Issue 11, Page 1804
	JMP, Volume 06, Issue 11, Page 1806
	JMP, Volume 06, Issue 11, Page 1812
	JMP, Volume 06, Issue 11, Page 1813
	JMP, Volume 06, Issue 11, Page 1822
	JMP, Volume 06, Issue 11, Page 1833
	JMP, Volume 06, Issue 11, Page 1839

